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Weakly Nonlinear Model for Oscillatory Instability in Saturn’s Dense Rings
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Viscous overstability (oscillatory instability) may play an important role in the formation of small
scale structure in dense planetary rings such as Saturn’s B ring. We investigate the growth and saturation
of such modes in local particle simulations. Starting from a hydrodynamic model, we develop a set of
ordinary differential equations to model the evolution of the amplitudes of the linearly overstable
modes in the nonlinear regime. The NASA/ESA space probe Cassini can make direct observations of
these modes in Saturn’s rings, including their sizes and temporal development.
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of restitution we employ a velocity dependent expression and planar velocity field ~uu � fu; vg is
One of the long-standing problems of the dynamics of
planetary rings is the formation of the complex structure
in Saturn’s ring system. In the Voyager data the B ring
exhibits radial structure on scales from thousands of
kilometers to a few hundred meters [1,2]. A number of
mechanisms that sculpture the ring system have been
described in the literature [3–6] but undoubtedly the
bulk of the structure in the B ring remains unexplained.
It has also been shown that a diffusive instability of
viscous origin [7,8] does not work in the rings [9,10].
On the other hand, an oscillatory instability of viscous
origin (viscous overstability) has been proposed in the
literature [11,12]. Recently we confirmed overstability
directly in dynamical particle simulations [13], for pa-
rameters (particle size, material properties) falling in the
midst of the plausible values for Saturn’s B ring. Thus
overstability is a promising candidate to explain structure
in dense rings. For a comparison to observations it is
important to study the nonlinear development of the
oscillatory modes, to understand the saturation of the
growth, saturation amplitudes, and their nonlinear inter-
action. For example, in our simulations we observe that
linearly unstable radial perturbations, with typical initial
lengths of hundreds of meters, are gradually displaced by
longer modes. The imaging and occultation experiments
on board the NASA/ESA space mission CASSINI, arriv-
ing at Saturn in 2004, will provide a test for the model.
Density scans and imaging of the rings under various
geometries belong to the central objectives of the mission
[14,15].

In this Letter we develop a weakly nonlinear model to
describe the saturation of linearly unstable oscillatory
modes of the particle flow. Saturn’s dense rings, consist-
ing of meter-sized dissipatively colliding ice particles,
form in principle a granular flow. Our model is derived
from the basic balance equations for momentum and mass
using the method of multiple scales [16]. We compare the
model to direct particle simulations, simulating a patch of
a planetary ring, using a periodic box of inelastic, iden-
tical, spherical, meter-sized particles. For the coefficient
0031-9007=03=90(6)=061102(4)$20.00 
determined experimentally from collisions of ice spheres
[17]. Details on the simulation method can be found in
[10,18]. The radial length of the simulation box is typi-
cally about a hundred meters to a few kilometers. We
approximate the ring’s self-gravity by enhancing the
frequency of vertical oscillations. This means that in the
particles’ equations of motion, in the component Fz �
��2z of the central gravity perpendicular to the ring, the
Keplerian frequency � is replaced by �z � 2�. This
factor flattens the ring and increases the collision fre-
quency in a similar way as direct gravity does, and, most
importantly, it leads to a very similar overstable behavior,
while being computationally much faster. It has to be
noted however, that true particle-particle gravity leads
to additional effects, such as gravitational wakes [13,19].
Using the frequency enhancement is an approximation
that allows for an analytically treatable nonlinear model
of the basic effect and the simulation of dense overstable
systems over thousands of orbits.

The optical depth � of a planetary ring can be directly
observed [1,20]. It is defined as the total cross section of
the particles divided by the area of the ring, i.e., � �
�r2n for a system of identical particles of radius r with
surface number density n. The dense B ring has optical
depths from 0.8 up to 2.5 at least.

In Fig. 1 results from a simulation with � � 1:4 are
shown. In a simulation box with a radial width of 300 par-
ticle radii (meters) oscillatory modes form spontaneously
(in this example we start from small seed perturbations).
The plot shows the evolution of the surface density profile
and the Fourier amplitudes of the radial oscillations in the
radial velocity. Fastest growing is the perturbation with a
wavelength of 100 m, but it is displaced by the more
slowly growing 150 m mode, which is in turn displaced
by the 300 m mode. This process would continue, if the
box width allowed for the growth of larger wavelengths.
Also we observe a transition from standing waves (which
were seeded) to a traveling wave.

In what follows, we derive a weakly nonlinear model
for overstable modes. The evolution of surface density 	
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FIG. 1. Upper panel: Time evolution of the radial density
profile in a simulation. Three profiles separated by a quarter
orbital period are shown at three stages of the dynamical
evolution. Lower panel: Fourier amplitudes of mean radial
velocities.
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�@t � ui@i�	 � �	@iui; (1)

	�@t � ui@i�uj � 	Fj � @iP̂Pij; (2)

where ~FF is the central gravity force. The pressure tensor is
assumed to have Newtonian form

P̂Pij � p�ij � �
�
@iuj � @jui �

2

3
�ij@kuk

�
���ij@kuk;

(3)

with the dynamic shear and bulk viscosities � and �. We
use a frame rotating around a planet of massM at a radial
distance a, with angular velocity � �

����������������
GM=a3

p
. The x

axis points radially outward and y is the direction of
orbital motion. The planet’s gravity is linearized in
powers of x=a and y=a. We express time in units of the
orbital frequency and surface density in terms of the
uniform ground state surface density �. Velocities are
scaled with the effective velocity dispersion c of the
system, defined via the total pressure of the ground state
p � c2� (including the collisional contributions, domi-
nant in dense particle systems). We use specific assump-
tions for the density dependence of the pressure and the
transport coefficients. So, for the dynamic shear viscosity
the power law � � �	1� is employed, where � denotes
the dimensionless kinematic shear viscosity of the un-
perturbed state. It is assumed that bulk viscosity (the
kinematic ground state value denoted by !) has the
same dependence on surface density. For the pressure
we assume p0 � 	0@p=@	 and write p� � @p=@	.
Restricted to radial perturbations the dimensionless bal-
ance Eqs. (1) and (2) in the corotating frame read

_		 � ��	u�0; (4)

_uu � 2v� p�
	0

	
� uu0 � "

�
	
�	 �1u0�0; (5)
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_vv � �
u
2
� uv0 �

�
	

�
	 �1

�
v0 �

3

2

��
0

; (6)

where " � 4=3� !=�. The tangential velocity compo-
nent v is the deviation from local Keplerian shear �3x=2.
The dotted terms denote time derivatives and a prime the
derivative with respect to the radial coordinate. Equations
(4)–(6) have the stationary solution

	0 � 1; u0 � 0; v0 � 0; (7)

describing a uniform flow with a linear shear profile.
In total, our model has the parameters �;";  , and p�.

It has been shown in the literature [11,21] that for pa-
rameters larger than a critical value cr the ground state
(7) has linearly unstable oscillatory modes. We use the
method of multiple scales [16] to follow near criticality
the slow evolution of these modes in the nonlinear
regime. With the reduced order parameter �2 �
� �  cr�= cr we define the slow time scale # � �2t,
replacing @t ! @t � �2@#, and expand the vector of state
variables  �x; t; #� � f	; u; vg and  as

 �x; t; #� �
X1
i�0

�i i�x; t; #�;

 �  cr � � 1 � �2 2 � . . . (8)

to obtain from (4)–(6)

O��1�:L 1 � 0;

O��2�:L 2 � N2� 1;  1�;

O��3�:L 3 � N3� 1;  2� � @# 1;

(9)

with the linear operator

L �

0
@ @t @x 0

p�@x @t � "�@2x �2
3
2��1�  cr�@x

1
2 @t � �@2x

1
A: (10)

For each order i the Ni are nonlinear functions of the
solutions of the lower order equations. The first order in
the sequence of Eqs. (9) yields for radial excitations  1 /
expfst� ikxg the dispersion relation

0 � s3 � s2k2��1� "� � s�1� p�k2 � k4�2"�

� �k2�3�1�  � � k2p�
: (11)

From this we obtain the marginal curve
 cr�k� �

1

3
�"� 2� �

1

3
"�p�k

2 � �1� "
�2k4�; (12)

the system being overstable for  >  cr�k�.
Fredholm’s theorem [16] states that solutions of the

inhomogeneous linear problem exist if and only if
the inhomogeneity is orthogonal to the solutions ’ad

0 of
the homogeneous adjoint problem [22]. The scalar prod-
uct of Eqs. (9) with ’ad

0 yields the solvability conditions

O��2�:h’ad
0 jN2� 1;  1�i � 0; (13)
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TABLE I. Dimensionless parameters for the coefficients of
the amplitude equations. The Keplerian frequency used for the
scaling is � � 1:948� 10�4 s�1, corresponding to a location
in Saturn’s B ring at a distance of 100 000 km of the planet.

� �z=� c (cm=s)  � " p� "eff peff
�

1.0 2.0 0.050 0.85 0.345 3.65 1.87 5.70 2.08
1.4 2.0 0.058 1.03 0.351 3.41 2.07 4.92 1.86
1.5 2.0 0.060 1.06 0.350 3.40 2.11 4.80 1.85
2.0 2.0 0.071 1.16 0.345 3.33 2.26 4.75 1.98
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FIG. 2. Real parts of the coefficients of the Landau equations.
Left panel: Growth rates of the linear theory (dashed line:
parameters for � � 1:4 from Table I, solid line: 13% enhanced
 ). Symbols: Growth rates determined from overstable simu-
lations. Right panel: Theoretical Re�l2�=Re�l1�.
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FIG. 3. Amplitudes of oscillations in the optical depth profile
(left panel) and in the radial and tangential velocities (middle
and right panels). The oscillation with 1 � 75 m is excited as
the harmonic of the 150 m mode. Symbols are values from
simulations with � � 1:4; lines are results from the model using
parameters from Table I with slightly enhanced  .
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O��3�:h’ad
0 jN3� 1;  2� � @# 1i � 0: (14)

The condition for order �3 determines the time develop-
ment of the solution  1 on the slow time scale #. We take
as a solution to linear order a superposition of marginally
stable left and right traveling waves

 1 � eAAR�#�’�k�e�i!t�ikx � eAAL�#�’��k�e�i!t�ikx � c:c:

(15)

with amplitude functions eAAR�#�, eAAL�#�, and

’ � ��k2 � i!
�2ik; 2i!; 1� "�k2��k2 � i!
�; (16)

which is an eigenfunction of the linear operator (10). We
have ! �

���������������������������������������
1� p�k

2 � "�2k4
p

as the frequency of oscil-
lations at marginal stability. Using  1 we compute N2 and
find that the solvability condition at this order requires
simply  1 � 0 which in turn affords  2 �  cr �O��3�.

It is straightforward, yet lengthy, to compute a solution
 2. With  2 the solvability condition at third order is

@tAR � �2gAR � l1jARj2AR � l2jALj2AR (17)

for AR and for AL $ AR an analogous equation, expressed

here in unscaled units �2@# � @t and �eAA � A.
The solvability condition yields explicit expressions for

the complex coefficients g; l1; l2 depending on the model
parameters "; ; �; p�, and k. We have determined the
latter set of parameters from simulations [13] and have
shown that a nonisothermal model describes well the
linear instability of overstable modes in simulations
[21]. The inclusion of the energy balance equation leads
to a significant stabilization of the system, in agreement
to those simulations [21]. Thus in principle the full set of
equations should be used, which however, leads to a
considerable complication of the model. Nevertheless,
from the growth rates of the linearized nonisothermal
model (see Eq. 24 of [21]), we can easily construct
effective values for " and p�, so that the isothermal
model (4)–(6), using the effective values, has the same
growth rates. Four sets of parameters are displayed in
Table I. The system with � � 1 is stable, � � 1:4; 1:5; 2:0
are overstable. For � � 1:4 the real parts of the coeffi-
cients of the Landau equations (17) are shown in Fig. 2.
061102-3
The factor �2 Re�g� approximates the growth rates of
the linear problem. Asymptotically it goes / 1=12. The
dashed line is the theoretical solution for the (effective)
parameters from Table I. The growth rates are in qualita-
tive agreement with simulations. However, quantitatively
they are too small, as for a system somewhat closer to
threshold. The solid curve represents the solution with
13% increased parameter  . This relatively small shift in
one single parameter brings a good match with simula-
tions. Important for the properties of the solution to
Eqs. (17) is the ratio R � Re�l2�=Re�l1�. For R > �1 the
cubic terms can saturate the growth of linearly unstable
modes. For �1<R< 1 standing waves and for R > 1
traveling waves are the stable saturated solutions. The
right panel of Fig. 2 shows this ratio versus wavelength.
Asymptotically both terms go / 1=14 and R approaches a
value of 2. Thus in the model cubic terms are able to
stabilize the growth of all modes and standing waves
should be unstable in this system as is observed in the
simulations (Fig. 1, see also [21]).

In Fig. 3 we compare the evolution of the oscillation
amplitudes from a simulation with � � 1:4 and radial box
width 150 m (symbols) to theory (solid lines). The 75 m
mode is stable; its growth is triggered solely by the 150 m
mode through nonlinearity. The theoretical solution uses
the (effective) parameters of Table I, again with the addi-
tional shift in  . A solution for the 75 m mode follows
061102-3
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FIG. 4. Saturation amplitudes versus optical depth and wave-
length. The solid line shows the results from the model;
symbols are values determined from simulations.
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from  2. Saturation time scales and amplitudes are well
reproduced by our model, for both primary and second-
ary modes. The hump around orbit 500 is connected to a
transition from standing to traveling waves.

In Fig. 4 the saturation amplitudes are shown versus
optical depth and wavelength. Again, if  is enhanced
by 13% (solid line) theory and simulation are in good
agreement. The decrease of the saturation amplitude for
� > 1:7 is due to the fact that the critical wavelength
increases in this regime with � and comes close to
100 m. In general, however, for large wavelengths, the
distance of the system to threshold increases with �.

To conclude, we have presented particle simulations of
a planetary ring that show the spontaneous creation and
evolution of oscillatory modes. The growth of the modes
saturates and eventually longer wavelengths grow at the
cost of smaller ones. In all simulations shown in this
Letter traveling waves are the stable saturated solutions
[23]. Further we developed a weakly nonlinear model,
based on a multiscale expansion of hydrodynamic equa-
tions. Considering the simplifications and approximations
that were necessary to obtain an analytically treatable
model, our theory gives a good description of the insta-
bility and saturation process seen in the simulations.

Clearly, simulational and theoretical approaches both
give an idealized description of the particle flow of a
planetary ring. But together they demonstrate the prin-
ciples of an instability mechanism that has also been
observed in more realistic configurations with particle
size distribution and true particle-particle self-gravity
(see [13]), and, most probably, is an ongoing dynamical
process in planetary rings. The results of our study lend
strong support to the idea that sub-km structure in the
dense parts of Saturn’s rings is caused by viscous over-
stability of the flow. It should be possible to identify the
characteristic patterns and the time scales of overstable
waves in the CASSINI imaging and occultation data. For
an overstable system with �� 2 the group velocity is
roughly 1=�20�1=100 m
2� wavelengths per orbit (about
10 h in the middle of Saturn’s B ring). The study of further
061102-4
instabilities of the oscillatory state, with a possible radial
variability of the oscillation amplitude, could eventually
offer explanation for larger structures found in the
Voyager data of the B ring.
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