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Visuri, Ville-Valtteri, Mathematical modelling of chemical kinetics and rate
phenomena in the AOD Process. 
University of Oulu Graduate School; University of Oulu, Faculty of Technology
Acta Univ. Oul. C 625, 2017
University of Oulu, P.O. Box 8000, FI-90014 University of Oulu, Finland

Abstract

Argon-oxygen decarburisation (AOD) is the most common unit process for refining stainless steel.
The AOD process consists of multiple stages, in which the rate of processing is determined by
complex reaction mechanisms. The main objective of this work was to study the chemical rate
phenomena in selected process stages. For this purpose, an extensive literature review was
conducted to clarify the main assumptions of the existing reaction models. Based on the literature
review, a new categorisation of the models was proposed. In addition, a literature review was
conducted to identify the main phenomena that affect the reaction kinetics in the AOD process.

In this work, based on the law of mass action, a novel kinetic approach and its application for
modelling of parallel mass transfer controlled reactions were studied. The developed approach
enables the simultaneous solution of the chemical equilibrium and mass transfer rate which
controls it. A simplified reaction model was employed for studying the effect of mass transfer rates
and residual affinity on the constrained equilibrium at the reaction interface.

An earlier-proposed AOD model was extended with two phenomenon-based sub-models. The
top-blowing model is based on the assumption that reactions take place simultaneously at the
surface of the cavity formed by the momentum of the gas jet and on the surface of the metal
droplets caused by the shear force of the gas jet. The reduction model describes the reactions
during the reduction stage of the AOD process by assuming that all reactions take place between
the metal bath and emulsified slag droplets. The results obtained with the models were in good
agreement with the measurement data collected from a steel plant. Owing to their phenomenon-
based structure, the developed models are well-suited for the analysis of both existing and new
production practices.

Keywords: AOD process, chemical kinetics, mathematical modelling, stainless
steelmaking, transport phenomena





Visuri, Ville-Valtteri, Kemiallisen kinetiikan ja nopeusilmiöiden matemaattinen
mallintaminen AOD-prosessissa. 
Oulun yliopiston tutkijakoulu; Oulun yliopisto, Teknillinen tiedekunta
Acta Univ. Oul. C 625, 2017
Oulun yliopisto, PL 8000, 90014 Oulun yliopisto

Tiivistelmä

Argon-happimellotus (AOD) on yleisin ruostumattoman teräksen valmistamiseen käytettävä
yksikköprosessi. AOD-prosessi koostuu useista vaiheista, joissa prosessointinopeutta määrittävät
monimutkaiset reaktiomekanismit. Tutkimuksen päätavoitteena oli tutkia kemiallisia nopeusil-
miöitä valituissa prosessivaiheissa. Tähän liittyen tehtiin kattava kirjallisuuskatsaus, jonka
tavoitteena oli tunnistaa olemassa olevien reaktiomallien pääoletukset. Kirjallisuuskatsauksen
pohjalta esitettiin uusi mallien kategorisointi. Lisäksi tehtiin kirjallisuuskatsaus, jonka tavoittee-
na oli tunnistaa tärkeimmät reaktiokinetiikkaan vaikuttavat ilmiöt AOD-prosessissa.

Tässä työssä tutkittiin uudenlaista massavaikutuksen lakiin perustuvaa lähestymistapaa sekä
sen soveltamista rinnakkaisten aineensiirron rajoittamien reaktioiden mallinnukseen. Kehitetty
lähestymistapa mahdollistaa kemiallisen tasapainotilan sekä sitä rajoittavan aineensiirron saman-
aikaisen ratkaisun. Aineensiirtonopeuksien ja jäännösaffiniteetin vaikutusta reaktiopinnalla val-
litsevaan rajoitettuun tasapainotilaan tutkittiin käyttämällä yksinkertaistettua reaktiomallia.

Aiemmin kehitettyä AOD-mallia laajennettiin kahdella ilmiöpohjaisella alimallilla. Lanssi-
puhallusmalli perustuu oletukseen, että reaktiot tapahtuvat samanaikaisesti kaasusuihkun liike-
määrän muodostaman tunkeuman ja kaasusuihkun leikkausvoiman aiheuttamien metallipisaroi-
den pinnalla. Pelkistysmalli kuvaa AOD-prosessin pelkistysvaiheen aikana tapahtuvia reaktioita
olettaen, että kaikki reaktiot tapahtuvat terässulan ja emulgoituneiden kuonapisaroiden välillä.
Malleilla saadut tulokset vastasivat hyvin terästehtaalta kerättyä mittausaineistoa. Ilmiöpohjaisen
rakenteensa ansiosta kehitetyt mallit soveltuvat hyvin sekä olemassa olevien että uusien tuotan-
topraktiikoiden analysoimiseen.

Asiasanat: AOD-prosessi, kemiallinen kinetiikka, matemaattinen mallinnus,
nopeusilmiöt, ruostumattoman teräksen valmistus
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List of abbreviations and symbols

Abbreviations

AC Alternating current
ANN Artificial neural network
ASM Argon secondary melting
AOD Argon-oxygen decarburisation
BOF Basic oxygen furnace
CAS-OB Composition adjustment by sealed argon bubbling – oxygen blowing
CFD Computational fluid dynamics
CLU Creusot-Loire Uddeholm
CRE Carbon removal efficiency
CSTR Continuous stirred tank reactor
DIN Deutsches Institut für Normung e.V.
EAF Electric arc furnace
EC Electrical conductivity
FVRM Finite volume reaction model
GOR Gas oxygen refining
K-BOP Kawasaki basic oxygen process
KCB-S Krupp combined blowing-stainless
LIBS Laser-induced breakdown spectroscopy
MAE Mean absolute error
MLM Machine learning model
LA Light absorption
LMA Law of mass action
MRP Metal refining process
NRE Nitrogen removal efficiency
OES Optical emission spectrometry
PMM Process mechanism model
PFR Plug flow reactor
REM Reaction equilibrium model
RH Ruhrstahl-Heraeus
RMSE Root-mean-square error
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RRS Rosin-Rammler-Sperling
SFEMM System free energy minimisation model
SM Statistical model
SRIM Simple reaction interface model
SST Stainless steel
STB Sumimoto top and bottom blowing process
TMBI Top mixed bottom inert
UIP Unified interaction parameter
VCR Vacuum converter refiner
VOD Vacuum-oxygen decarburisation
VODC Vacuum oxygen decarburisation converter
XRD X-ray diffraction
XRF X-ray fluorescence

Latin symbols

A Area [m2]
A Frequency factor in Eqs. 178 and 179
Ab Total surface area between gas bubbles and the metal bath [m2]
Aeff Effective surface area [m2]
Ai Parameter of the Kronig-Brink solution (Eq. 144)
An Constant in Eq. 11
AV Reaction surface area per unit volume [m2/m3]
a Activity
B Constant
b Constant
C Constants in Eqs. 118 and 119
CIP Substance specific constant
CS Sulphide capacity of slag
c Molar concentration [mol/m3]
cp Specific heat capacity at constant pressure [J/(kg·K)]
D Mass diffusivity [m2/s]
Dt Oxygen dissolved in the liquid metal [kg]
dc Crucible diameter [m]
dcav Top diameter of the cavity [m]
dlimit Limiting diameter of the metal droplets [m]
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dplume Diameter of the plume at the metal–slag interface [m]
dtuyère Tuyère diameter [m]
d32 Sauter mean diameter [m]
d Mean diameter [m]
Ea Activation energy [J]
e Electron
F Force [N]
f Activity coefficient (wt-% basis)
f Predicted variable in Eqs. 97–99
fi Mass fraction of size class i in Eq. 252
f Mean of predicted variables in Eq. 97
f Partial fugacity in Eq. 174
f ◦ Fugacity at the standard state
∆G Change in Gibbs free energy of reaction [J/mol]
∆G◦ Change in standard Gibbs free energy of reaction [J/mol]
∆Gconv Conversion factor [J/mol]
g Standard gravity [m/s2]; g ≈ 9.80665 m/s2

∆Ha Enthalpy of activation [J/mol]
∆H◦ Change in standard enthalpy of reaction [J/mol]
h Height of the top of plume above the surface slag [m] in Eq. 278
h Planck constant [J·s]; h ≈ 6.626070040 · 10–34 J·s
hcav Depth of the cavity [m]
hlance Distance of lance from the surface of the metal bath [m]
hslag Height of the slag layer [m]
hI Distance between slag–metal interface and nozzle tip [m]
h∗I Transitional value of hI [m]
∆h Change in specific enthalpy of reaction [J/kg]
∆hdis Specific enthalpy of dissolution into liquid iron [J/kg]
I Conductance parameter [1/s]
K Equilibrium constant
K Constant in Eq. 245 [kg·h2·cm4·(Nm3)−3]
Kc Equilibrium constant expressed in terms of concentrations
k Time constant [1/s] or rate parameter [1/s]
kB Boltzmann constant [J/K]; kB ≈ 1.38064852 · 10–23 J/K
kb Backward reaction rate coefficient
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kf Forward reaction rate coefficient
k[N],dis Velocity constant of the nitrogen dissolution reaction [m/s]
kmix Average time constant of mixing [1/s]
L Characteristic length [m]
L Partition ratio
L Penetration depth [m]
lm Latent heat of melting [J/kg]
M Molar mass [kg/mol]
Ṁd Dimensionless momentum flow rate
Ṁh Dimensionless momentum flow rate
m Mass [kg]
m′′ Mass flux [kg/(m2·s)]
ṁ Mass flow [kg/s]
ṁmd Metal droplet generation rate [kg/s]
ṁmd,eff Effective metal droplet generation rate [kg/s]
NA Avogadro constant [1/mol]; NA ≈ 6.022140857 · 1023 1/mol
Ṅsd Slag droplet generation rate [1/s]
ÑB Blowing number [m3/(h·cm2)] as defined in Eq. 244
n Amount of substance [mol]
n′′ Molar flux [mol/(m2·s]
ṅ Molar flow rate [mol/s]
n Distribution exponent of the RRS distribution
n Order of reaction in Eq. 11
nlance Number of exit ports in a nozzle (top lance)
P Steric factor
p Partial pressure [atm]
pamb Ambient pressure [Pa]
patm Atmospheric pressure [Pa]; patm = 101325 Pa.
pd Dynamic pressure [Pa]
pexit Pressure at nozzle exit [Pa]
pG Total gas pressure [atm]
p0 Stagnation pressure at upstream part of the top lance [Pa]
p◦ Standard pressure [atm]
Q Reaction quotient
QL Circulation flow rate of metal into the bottom-blowing zone [kg/s]
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Qt Oxygen supply per time step [kg/s]
R Gas constant [J/(mol·K)]; R ≈ 8.3144598 J/(mol·K)
Rt Oxygen consumed by reactions [kg]
R2 Correlation coefficient
R′′ Reaction rate [kg/(m2·s)]
R̃ Reaction rate [mol/s]
R̃′′ Reaction rate [mol/(m2·s)]
Ri, j Ratio of species i to be reduced by species j in Eq. 85
r Radius [m]
rb Bubble radius [m]
rc Crucible radius [m]
rcav Top radius of the cavity [m]
RF Cumulative weight-fraction
Sa Specific surface area [m2/m3]
∆Sa Entropy of activation [J/(mol·K)]
∆S◦ Change in standard entropy of reaction [J/(mol·K)]
s Surface renewal rate [1/s] in Eq. 113
s1 Rate parameter [1/s] defined in Eq. 83
s1 Rate parameter [1/s] defined in Eq. 84
T Temperature [K]
T ∗ Interfacial temperature [K]
TC Kinetic time constant [s]
TG Temperature of the gas film [K]
Tm Melting temperature [K]
t Time [s]
tc Contact time [s]
tmd,i Residence time of metal droplet size class i [s]
tmd Average residence time of the metal droplets [s]
tmix Average mixing time [s]
tsd Average residence time of the slag droplets [s]
tsd,max Maximum average residence time of the slag droplets [s]
U Dimensionless velocity
u Velocity [m/s]
u Mass-averaged velocity [m/s] in Eqs. 89–91
ub Terminal velocity of the gas bubbles [m/s]
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uexit Gas velocity at the nozzle exit [m/s]
ui Interfacial velocity [m/s]
uτ Turbulent shear stress velocity [m/s]
umd Average terminal velocity of the metal droplets [m/s]
usd Average terminal velocity of the slag droplets [m/s]
V Volume [m3]
V̇ Volumetric rate [m3/s]
V̇ ′ Modified volumetric rate [m3/s]
X Cation fraction
x Mole fraction
x Oxygen distribution ratio in Eq. 79
x Position [m] in Eqs. 110, 111, and 136
y Mass fraction
y Measured variable in Eqs. 97–99
y Mean of measured variables in Eq. 97
y∗ Interfacial mass fraction
ZAB Collision frequency between molecules A and B [1/(s·m3)]

Greek symbols

α Heat transfer coefficient [W/(m2·K)]
α Interaction energy [J]
α Phase volume fraction in Eq. 26
β Mass transfer coefficient [m/s]
βtot Overall mass transfer coefficient [m/s]
Γ Binary operator
γ Activity coefficient (molar basis)
γ Distribution ratio of oxygen
γ Isentropic expansion factor
δN Thickness of the (Nernst) diffusion boundary layer [m]
δPr Thickness of the (Prandtl) thermal boundary layer [m]
ε First-order molar interaction parameter
ε Interaction coefficients in Eqs. 296–299
ε̇ Specific stirring energy [W/kg]
η Dimensionless parameter defined in Eq. 247.
η Microkinetic efficiency
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η Utilisation ratio
θ Inclination angle of the gas jets [◦]
θ Correction factor for high mass transfer rates in Eq. 42
λ Thermal conductivity [W/(m·K)]
λi Parameter of the Kronig-Brink solution (Eq. 144)
µ Dynamic viscosity [Pa·s]
ν Kinematic viscosity [m2/s]
ν Stoichiometric coefficient
ν Mass-based stoichiometric coefficient
ξ Geometry parameter in Eq. 41
ξ Mixing time criterion in Eq. 102
ρ Density [kg/m3]
σ Interfacial or surface tension [N/m]
τm Melting time [s]
φ Surface factor

Subscripts

a Additions
b Bubble
bath Metal bath
c Continuous phase
cav Cavity or cavity interface
crit Critical
d Dispersed phase
e Equilibrium
eff Effective
equiv Equivalent
G Gas phase
gas Bulk gas
H Henrian standard state
H Heat transfer
in Input
inert Inert
jet Gas jet
L Liquid metal phase
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lance Top lance
M Mass transfer
md Metal droplet
mix Mixing
out Output
R Raoultian standard state
res Residence
S Slag phase
sd Slag droplet or slag droplet interface
slag Top slag
solvent Solvent
t Turbulent
tot Total
tuyère Tuyère
(l) Liquid state
(s) Solid state
1 wt-% 1 wt-% standard state at the Henrian activity line

Indices

B Bulk phase
i Size class
i, j,k Species
k Iteration number
n Number of species
p Reaction products
r Number of reactions
r Reactants
ψ Phase
ω Reaction interface

Mathematical and chemical notations

J Jacobian matrix; Ji j =
∂ fi
∂x j

∆x Correction vector
f Residual vector
‖x‖1 l1-norm (Taxicab norm)
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‖x‖2 l2-norm (Euclidian norm)
‖x‖∞ l∞-norm (Chebyshev norm)

 Reversible chemical reaction
[i] Species i dissolved in liquid iron
{i} Species i in the gas phase
(i) Species i in the slag phase

Dimensionless numbers

E Equilibrium number; E =
∣∣∣1− Q

K

∣∣∣
Eo Eötvös number; Eo = g∆ρd2

σ
F Fractional equilibrium; F = x0−x

x0−x∗

FoH Fourier number (heat transfer); FoH = λ t
cpρL2

FoM Fourier number (mass transfer); FoM] = Dt
L2

Fo′ Modified Fourier number; Fo′ = Defft
L2

Fr′ Modified Froude number; Fr′ = ρGu2
G

g(ρL−ρG)dtuyère

Gr Mean Grashof number; Gr = GrM +GrH
(Sc

Pr

)1/2

GrH Grashof number (heat transfer); GrH =
gρ2

GL3∆T
TGµ2

G
(ideal gas)

GrM Grashof number (mass transfer); GrM = gρGL3∆ρi
µ2

G
(ideal gas)

Mo Morton number; Mo = gµ4∆ρ
ρ2σ3

NB Blowing number; NB = ρGuG
2
√σLρLg

N′B Modified blowing number; NB = pd√σLρLg

Nu Nusselt number; Nu = αL
λ

PeH Péclet number (heat transfer); PeH =
uρLcp

λ = RePr
PeM Péclet number (mass transfer); PeM = uL

D = ReSc
Pr Prandtl number; Pr = µcp

λ
Re Reynolds number; Re = uL

ν
Sc Schmidt number; Sc = ν

D

Sh Sherwood number; Sh = βL
D

We Weber number; We = ρu2L
σ

Φ Dimensionless concentration gradient; Φ = x−x∗
x0−x∗
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1 Introduction

Steel is one of the most important materials of modern society. The definition of steel
covers a wide-variety of ferrous alloys which contain less than 2.1 wt-% carbon and are
deformable in a solid state [1]. The term stainless steel refers to steel grades that are
designed to resist corrosion, rust, and stains; they contain at least 10.5 wt-% chromium
and a maximum of 1.2 wt-% carbon [2, 3]. Stainless steels can be divided into four
categories based on their crystal structure [4, 5]:

1. ferritic: body-centred cubic,
2. austenitic: face-centred cubic,
3. martensitic: body-centred tetragonal, and
4. duplex: austenitic-ferritic.

In addition, precipitation-hardening martensitic stainless steels are sometimes
considered as a fifth category [5]. The aforementioned steel grades differ in physical
properties, such as their ferromagnetism, corrosion resistance, and hardness. In the
crystal lattice, the alloying elements can either replace the iron atoms or dissolve in
the interstial spaces between them [6]. Therefore, carbon, alloying elements, and
inclusions can be used to modify the properties of the alloy. A typical range of chemical
compositions is shown in Table 1.

Table 1. Chemical composition of stainless steels [4].

Composition [wt-%]
Grade C Si Mn Cr Ni Mo Other elements
Ferritic ≤ 0.1 ≤ 1 ≤ 1 15–18 < 1 ≤ 2 Nb, Ti, Al
Martensitic 0.1–1.2 ≤ 1 ≤ 1.5 12–18 ≤ 2.5 ≤ 1.2 V, S
Austenitic ≤ 0.1 ≤ 1 ≤ 2 17–26 7–26 ≤ 5 Cu, Nb, Ti, N, S
Duplex ≤ 0.1 ≤ 1 ≤ 2 24–28 4–7.5 ≤ 2 Nb

Although chromium was discovered already in 1797 by Louis Vauquelin [3], it was
not before the early 20th century that parallel metallurgical research in Great Britain,
Germany, and the USA lead to the discovery, patenting, and commercialisation of
the main stainless steel grades [3, 7]. The first commercial use of stainless steel is
commonly credited to Harry Brearley, a self-taught metallurgist from Sheffield, who
melted commercial stainless steel for cutlery blades in 1913 and later obtained patents in
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the USA, France, and Canada [3, 7]. In 1912, Benno Strauß and Eduard Maurer from
the Friedrich Krupp Works in Essen, in Germany, were the first to patent two stainless
steel alloys: a martensitic grade V1M and an austenitic grade V2A [3, 7]. The pioneers
of stainless steels in the USA were Elwood Haynes, Frederick Becket, and Christian
Dantsizen; Haynes is known for his work on martensitic stainless steels, while Becket
and Dantsizen are credited for their development of non-hardenable ferritic stainless
steels [3, 7].

The main technical attributes contributing to the increasing use of stainless steels
are their relatively high strength, corrosion resistance, and suitability for hygienic
applications [3]. Owing to the increasing demand for stainless steel, the melt shop
production of stainless steel has increased from approximately 1 million metric tonnes
in 1950 [4] to 46 million metric tonnes in 2016 [8]. In recent years, the melt shop
production has remained stagnant or has slightly declined both in Europe and in the
Americas, while the output from China has risen to account for roughly half of the
global stainless steel melt shop production (see Fig. 1).

2 0 0 2 2 0 0 4 2 0 0 6 2 0 0 8 2 0 1 0 2 0 1 2 2 0 1 4 2 0 1 60
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Fig 1. Stainless steel melt shop production from 2002 to 2016. Adapted from [8].

1.1 Metallurgy of stainless steelmaking

The refining of stainless steel in its liquid state takes place in a meltshop, while the
treatments in its solid state are conducted in hot and cold rolling mills [9]. The melt
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metallurgy of stainless steelmaking begins with the electric arc furnace (EAF), in which
electric energy is used to melt scrap, alloys, and other charge materials to produce a batch
of hot metal for further refining [10, 11]. Typical alternating current (AC) furnaces have
three electrodes and operate with power levels in the 20–200 MW range [11]. The EAF
process accounts for most chromium losses during stainless steelmaking [12]. Although
the oxidised chromium can be reduced back to the melt by the addition of reducing
agents, the reduction of chromium oxides in the EAF vessel is relatively slow [13, 14].
For this reason, modern vessels can be equipped with water-cooled oxyfuel burners and
lances for the injection of oxygen, lime, and carbon, as well as electromagnetic stirring
or inert gas injection to improve mixing characteristics [11, 15, 16].

Until the rapid adoption of the argon-oxygen decarburisation (AOD) process in
the 1970s, it was common to carry out both melting and decarburisation in an EAF
with treatment times between two and four hours [5, 17, 18]. In modern meltshops, the
technological function of the EAF has changed from a combined melting and refining
process to a melting process [16, 19]. In the duplex production route, the raw materials
are melted in an EAF, while the refining is conducted in a separate converter process
[5, 9, 19, 20]; an illustration is shown in Fig. 2. In comparison to refining in an EAF
only, the duplex production route enables higher use of stainless and carbon steel scrap,
low-cost ferrochromium, and materials with higher sulphur content [5, 18, 21].

Duplex route

Triplex route

EAF AOD Continuous casting

VOD

Ladle

Fig 2. Comparison of duplex and triplex production routes. Adapted from [5].

The main objective of the converter processes is to decarburise the molten metal
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to make steel by means of oxygen-blowing. Additional objectives of the converter
processes include desulphurisation and alloying. One of the main factors supporting the
immense growth in stainless steel production was the invention and commercialisation
of the AOD process [3, 22], in which inert gases are employed for diluting the gas
mixture [5, 22]. Following the separation of melting and refining, other equipment
manufacturers soon introduced similar concepts [5], which differ mainly with respect
to the employed gases and method of gas injection [5, 23, 24]. A compilation of the
developed processes and their characteristics is shown in Table 2. The most common
types of stainless steelmaking converters are AOD, KCB-S, K-BOP/K-OBM-S, MRP,
and CLU [5]. An exhaustive description of the AOD process is provided in Chapter 2
and is not repeated here.

The final adjustment of the melt is conducted in ladle treatments. The main objectives
of ladle treatments are mixing, homogenisation, alloying, degassing, and heating of
steel. [4]. If the final product has very low carbon and nitrogen specifications, it may be
necessary to operate a vacuum system [5], such as ladle vacuum, Ruhrstahl-Heraus (RH)
or vacuum oxygen decarburisation (VOD) [25].1 Because the decarburisation rate in the
VOD process is inherently slower than in the AOD process [4, 24], EAF, AOD, and
VOD are often used in combination as a triplex production route [5], as shown in Fig. 2.

After the specified composition, properties, and temperature of the metal bath have
been obtained, the melt is transferred to the casting station. Despite some early attempts,
continuous casting of stainless steels became commonplace only after the development
of the AOD and VOD processes [30]. In continuous casting, molten metal is solidified
into semi-finished billets, blooms, or slabs in sequences of several ladles. A tundish acts
as a buffer and transforms the discontinuous flow from the ladle in a continuous flow to
the mold [31]. In the mold, the outer surface of the steel starts to solidify and the desired
slab dimensions are obtained [32]. Continuous casting machines can be categorised
based on the orientation of the casting, type of mold, and number of bending points [32].
In order to avoid re-oxidation, the casting process for stainless steel takes place under a
protective cover from the ladle via the tundish to the mold [30].

1The reaction mechanisms in the VOD process are quite similar to the AOD process [26–28], with the
exception of reduced atmospheric pressure and different fluid flow patterns due to bottom-blowing (see Wei
and Zeng [29]).
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1.2 Mathematical modelling as a research method

Mathematical models play an important role in process optimisation and control [39].
According to Velten [40], mathematical models can be defined as a triad of 1) the
observed system, 2) a question relating to the system, and 3) a set of mathematical
statements, which answer the question. The objective of a mathematical model is to
provide a quantitative description for the purpose of representation and prediction of a
phenomenon of interest within a confined system.

Fig. 3 provides an simplified illustration of the modelling process. The formulation
of the model depends on the chosen approach and may include statistical, mechanistic,
and empirical elements. An important notion is that the term model as opposed to law

implies that the description is not exact, but approximate in nature [39]. Consequently,
the validation and verification are one of the main steps of the modelling process.
Conceptual validation aims to determine whether the conceptual model provides an
acceptable level of agreement for the domain of intended application, while computerised

model verification refers to the substantiation that the computerised model represents the
conceptual model [41, 42]. Operative validation denotes the substantiation that the
computerised model is sufficiently accurate for its intended application [41, 42].
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Fig 3. Schematic illustration of the modelling process. Reproduced from [42].
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The context of this work is defined by the application of mathematical modelling to
study chemical kinetics and rate phenomena in the AOD process. A distinction can be
made between transport phenomena and chemical or physicochemical phenomena:
the former category denotes the transport of momentum, heat, and mass, while the
latter category covers the transformation of species and the interaction of species and
phases [43]. Although the scope of this work encompasses topics from both categories,
discussion will focus on chemical rate phenomena. In recent years, significant advances
have been made in mechanistic mathematical modelling of unit processes in the
metallurgy of steelmaking, based on thermodynamic and kinetic fundamentals. This
has been enabled not only by more sophisticated mathematical methods and higher
computational resources, but also by the accumulating scientific foundation laid down
by experimental and numerical modelling studies.

1.3 Aims of the present study

The long-term vision of this work is to develop a holistic process simulator, which is
able to predict the effect of the main physico-chemical phenomena on the chemical
composition of the molten metal during different process stages. As a first step towards
this vision, Järvinen et al. [44] proposed a mathematical model for reactions during
side-blowing in the AOD process. This model was validated by Pisilä et al. [45] with
plant data. In a continuation of this work, the following aims were laid out for the
present study:

1. review of the existing reaction models for the AOD process,
2. review of the treatment of chemical kinetics relevant to the AOD process,
3. derivation and validation of a mathematical model for reactions during top-blowing,
4. derivation and validation of a mathematical model for reactions during the reduction

stage, and
5. derivation of a mathematical approach for modelling parallel mass transfer controlled

reactions.

The main research work is presented in six original articles. In Articles I–IV, two
mathematical models were developed and validated for reactions during top-blowing
and the reduction stage. In Articles V and VI, a novel approach for modelling of parallel
mass transfer controlled reactions based on the law of mass action was studied. The
contribution of the original articles to the research aim is summarised in Table 3.
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Table 3. Contribution of original articles to the research aim.

Original article Contribution to the research aim
Article I
A Mathematical Model for Reactions During
Top-Blowing in the AOD Process: Derivation
of the Model

Derivation of a mathematical model, which
describes reactions between top-blown oxygen
and metal bath by assuming that reactions
take place simultaneously at the surface of the
cavity and splashed metal droplets.

Article II
A Mathematical Model for Reactions During
Top-Blowing in the AOD Process: Validation
and Results

Validation of the top-blowing model proposed
in Article I. A series of experimental heats was
conducted in order to isolate the contribution
of top-blowing on the overall decarburisation
rate.

Article III
A Mathematical Model for the Reduction Stage
of the AOD Process. Part I: Derivation of the
Model

Derivation of a mathematical model for reac-
tions during the reduction stage. The novelty
of the model is that it combines the emulsifica-
tion of top slag and the kinetics of reduction
reactions between the metal bath and slag
droplets.

Article IV
A Mathematical Model for the Reduction Stage
of the AOD Process. Part II: Model Validation
and Results

Validation of the reduction model proposed in
Article III with experimental data. The sensitiv-
ity of model predictions to various parameters
was also studied.

Article V
Advanced Methods in Modelling of Metallurgi-
cal Unit Operations

Discussion on the application of a law of mass
action based rate expression for modelling
of unit processes in the metallurgy of steel-
making. The modelling approach is illustrated
with examples from modelling of the AOD and
CAS-OB processes.

Article VI
Law of Mass Action Based Kinetic Approach
for the Modelling of Parallel Mass Transfer
Limited Reactions: Application to Metallurgical
Systems

A detailed description of a law of mass ac-
tion based rate expression for mass transfer
controlled reversible reactions. A simple test
model was derived for illustrating parallel oxi-
dation of silicon, chromium and carbon under
conditions relevant to the AOD process. Litera-
ture review of competing methods.
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The structure of the thesis and its link to the original articles is illustrated in Fig. 4.
Following the introduction (Chapter 1), Chapter 2 presents the main characteristics
of the AOD process. To establish an understanding of the state of the art, Chapter 3
presents a review and categorisation of the reaction models proposed for the AOD
process, while Chapter 4 provides a review of the treatment of the chemical kinetics
relevant to the AOD process. The research methods employed and the results obtained
are presented in Chapters 5, 6, and 7. Here, the content of the original articles has been
supplemented with additional material and results. Finally, the conclusions of this work
are provided in Chapter 8.
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the top-blowing
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Conclusions

State of the art Research methods

Argon-oxygen decarburisation

Top-blowing
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Decarburisation stage Reduction stage

Aims and context Research contribution

Fig 4. Structure of the thesis and the relation of the original articles to the main
stages of the AOD process.

35



36



2 Argon-oxygen decarburisation

The tests that eventually lead to the conception of argon-oxygen decarburisation were
conducted at Union Carbide from 1954 to 1955 [17]. Subsequently, a patent application
was submitted by William A. Krivsky in 1956 [46]. Initially, two different tuyère
injection designs were tested: the first design combined injection of both oxygen
and argon through tuyères, while the second design employed the separate injection
of oxygen through a top lance and used tuyères for delivering the argon [47]. The
experiments pointed out that the combined injection design was a simpler and more
reliable design, and thus it was selected as a basis for the first 15 t commercial installation
at the Joslyn Fort Wayne plant in 1968 [17, 47].

Following the success of the first commercial installation, the AOD process was
adopted throughout the world in the 1970s [5, 18, 19, 21, 48] and became the dominating
refining process already in the early 1980s [5]. Nowadays, the AOD process accounts
for approximately three quarters of the total world production of stainless steel [9, 49].
The advent of the AOD process marked a breakthrough in converter technology: a high
chromium yield could be achieved with a significantly lower consumption of reductants
[5, 10, 17, 47, 50]. The carbon content could be reduced to below 50 ppm without
vacuum treatments [51]. Additional advantages over the preceding processes include:

– high cleanness of steel [48, 52],
– relatively low sulphur content of steel [52],
– good predictability of the process [48], and
– the ability to use inexpensive charge materials [21].

In addition to refining, part of the alloying of stainless steel is conducted in the
AOD process. Typical alloying additions include, but are not limited to, high carbon
ferrochrome, stainless steel scrap, carbon steel scrap, nickel, iron, high carbon ferroman-
ganese, and molybdenum oxide [5]. Minor alloying elements such as molybdenum,
vanadium, and tungsten can be added either as ferroalloys or as oxides [53]. The total
weight of the additions varies in the range of 5–30% of the tap weight [5]. Alloying
additions can also be used for cooling the metal bath [54]. The alloying additions during
the reduction stage primarily serve this aim [55].
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2.1 Equipment

A schematic illustration of a typical geometry is shown in Fig. 5. The vessel is attached
to its foundations via a supporting structure which allows the tilting of the vessel for
charging and tapping. Owing to the high blowing rates, the AOD process provides highly
efficient mixing characteristics [56–58]. One of the drawbacks of high gas injection
rates is that the resulting fluid flows can bring the whole vessel into an oscillating motion
[59–61], causing wear of the support bearings, structural steelwork, and foundations
[62–64]. The oscillation behaviour is dominated by blowing procedure and is most
intense during the reduction stage or at the end of the decarburisation stage [62, 65–67].2

Tuyères

Top lance

Gas 
plume

Metal bath

Slag

Gas 
jets

Fig 5. Schematic illustration of an AOD vessel. Reproduced from Article I by
permission of Springer Nature.

The AOD vessel is lined with refractory materials in order to protect the steel shell
from the high temperatures prevailing in the process. Magnesia-chrome and dolomite

2Dampening systems have been proposed as a solution for reducing the vessel oscillation [64].
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have been the most common refractory materials since the first AOD furnace, although
rebonded and semi-bonded bricks have replaced direct-bonded bricks [68]. In general,
magnesia-chrome stones have a better durability with acid slags, while dolomite is better
suited for basic slag practice [69]. In terms of temperature, the chemical potential of
reactions and fluid flows, the most wearing circumstances are found at the tuyère wall
and the trunnion area [70–72]. Dolomite refractories typically last for approximately
100–150 operating hours [69].

The off-gas consists mainly of carbon monoxide and inert gases [55]. Its com-
position changes during the processing so that the CO content is proportional to the
decarburisation rate [55]. The main mechanisms of dust formation are the ejection of
metal droplets, ejection of slag droplets, entrainment of solids, and vaporisation of metal
[73]. Experimental evidence suggests that the ejection of metal and slag droplets are the
most important of the aforementioned mechanisms [73]. The solid oxide particles found
in the off-gas amount to 5–8 kg per ton of metal on average [55], and consist mainly of
FeO, Cr2O3, MnO, and CaO [55, 74].

Because the attachment of the flue structure to the converter mouth is not air-tight,
the oxygen contained in the leakage air may react with CO to form CO2, thus heating
up the flue gas [75]. Numerical calculations suggest that during simple side-blowing
post-combustion takes place primarily in the AOD flue and is sensitive to outlet fan
gauge pressure [75, 76]. If the pressure in the ventilation hood rises, most of the gas
exits to the atmosphere through the gap between the vessel and the hood [77]. However,
the intrusion of cold air into the vessel appears to be impossible under normal operating
conditions [78].

2.1.1 Tuyères

Most AOD vessels feature two to nine horizontally aligned tuyères along the converter
wall [5]. Fig. 6 illustrates a typical double-tube structure: the gas mixture is injected
through a coaxial inner stainless steel tube, while inert gas (N2 or Ar) is injected through
the outer copper tube in order to cool the tuyère [62, 68, 79]. The total flow rates through
the central pipe and the outer tube are typically 0.80–1.25 Nm3/(t·min) and 0.05–0.08
Nm3/(t·min), respectively [80].

Owing to limited measurements available from actual AOD vessels, the effectiveness
of side-blowing has been subject to numerous physical and numerical modelling studies
[58–63, 65, 67, 79, 81–104]. Physical modelling studies suggests that the penetration
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Ar

Ar + O2

Fig 6. Schematic illustration of an AOD tuyère. Adapted from [68].

depth is independent of the bath height [92] and increases with the increasing momentum
of the gas mixture [62, 67]. Some estimates on the penetration depth in an actual
vessel have also been obtained through computational fluid dynamics (CFD) modelling:
Odenthal et al. [62] reported that the penetration depths were in the range of 0.35 to 0.4
m in a 120-tonne vessel (7 tuyères; total flow rate of 120 Nm3/min). Some authors
[62, 101, 105] have found that a reasonable agreement with CFD calculations can be
obtained using the penetration depth correlation proposed by Hoefele and Brimacombe
[106]:

L = 10.7
(
Fr′
)0.46 dtuyère

(
ρG

ρL

)0.35

, (1)

where L is the penetration depth, Fr′ is the modified Froude number, dtuyère is the
diameter of the tuyère, ρG is the density of the gas phase, and ρL is the density of the
liquid phase. It should be bore in mind that Eq. 1 does not account for the interaction of
the gas jets [65].

2.1.2 Top lance

The experiences from refining of stainless steels in top-blowing basic oxygen furnace

(BOF) vessels indicated that although top-blowing enabled a high oxygen injection
rate, the vessel was ill-suited for efficient mixing of slag during silicon reduction [107].
Relatively soon after the introduction of the AOD process, steel producers in Germany
[108, 109] and Japan [35, 110–112] conducted tests on the use of combined top- and
side-blowing for refining of stainless steels. Following the success of these attempts, it
has become common to equip AOD vessels with a top lance, which is employed usually
only in the early part of the decarburisation stage [5, 22, 80]. The gas flow rate through
the top lance is typically 1.0–1.6 Nm3/min per ton of molten metal [80]. Similarly to
side-blowing, the top-blowing gas mixture can be diluted with N2 or Ar [55, 80], often
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up to an oxygen-inert ratio of 1:1 in the final combined-blowing step [80].
Both sonic/subsonic and supersonic lances can be employed [5, 55]. Supersonic

lances are always water-cooled and positioned one to four meters from the metal bath
surface, while subsonic lances are placed closer to the bath and are not necessarily
water-cooled [5, 55]. The advantages of supersonic lances in comparison to subsonic
lances are the increased oxygen delivery rate and improved penetrability of the gas jet
[5]. On the other hand, subsonic lances enable more post-combustion, which improves
the energy efficiency of the process [5]. The supersonic gas jet is obtained with a de
Laval nozzle [113, 114], which can feature one or more exit ports [114]. For a properly
designed nozzle, the gas velocity at the nozzle exit can be calculated from [115]:

uexit =

√√√√√
(

2
γ−1

)
γ p0

ρ0


1−

(
pexit

p0

)( γ−1
γ

)
 , (2)

where γ is the isentropic expansion factor, ρ0 is the density of the gas at supply
condition (p0 and T0), p0 is the supply pressure, and pexit is the pressure at nozzle
exit. After exiting the nozzle, the gas jet forms a potential core, which has a length
of approximately six times the nozzle exit diameter [114]. In this region, ambient
pressure and temperature have only a small effect on the spread and decay of the gas jet
[114, 116, 117]. Upon entering the converter atmosphere, the gas jet becomes subject to
ambient conditions, which have a considerable effect on its behaviour [114, 117–120].
The length of the supersonic region is affected greatly by the ambient temperature in
the converter: if the ambient temperature increases from room temperature to 1923 K
(1650 ◦C), the length of the supersonic region of an oxygen jet increases from 10–20
to 20–35 times the nozzle exit diameter [114]. The effect of ambient pressure (pamb)
on the expansion phenomena of a supersonic gas jet can be summarised as follows
[113, 114, 118, 119, 121]:

– If the exit pressure is lower than the ambient pressure, over-expansion occurs and
overlapping compression and expansion waves cause a diamond-shaped pattern,
which occurs periodically until the jet becomes subsonic (Fig. 7a).

– If the exit pressure is equal to the ambient pressure, the expansion of the gas jet is
optimal; this is the design point of the de Laval nozzles (Fig. 7b).

– If the exit pressure is higher than the ambient pressure, under-expansion occurs:
expansion waves are formed after the nozzle exit and overlapping compression waves
continue until the jet the end of the supersonic region (Fig. 7c).
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p  < pexit amb

Expansion wave

Shock wave

p  = pexit amb

p  > pexit amb

(a)

(b)

(c)

Fig 7. Expansion behaviour of a supersonic gas jet: (a) over-expansion, (b) opti-
mal expansion, and (c) under-expansion. Adapted from [119].

Operating outside the design point may lead to increased equipment wear or
decreased productivity [122]. For this reason, typical de Laval lances can be designed
for only one gas flow rate [123]. Variable gas flow rates can be obtained with the help of
adaptive top lances: these lances have a variable cross-section of the lance head and can
maintain the design point at different blowing rates [122, 123]. Under typical operating
conditions, the gas jet impacts the surface of the metal bath at subsonic velocity (see e.g.

[124]) After the potential core, the gas jet behaves similarly to an incompressible flow
[116] and starts to spread rapidly; the radial velocity distribution follows a Gaussian
error function [117, 125]. The total pressure and total momentum of the gas jet are
virtually constant at any cross section of the gas jet [116]. The entrainment of gases
from the ambient atmosphere affects the gas jet by decreasing its velocity, increasing
its mass flow, and – if the ambient temperature is higher than that of the gas jet – by
increasing its temperature [126]. Upon impact, the momentum of the gas jet forms
a cavity on the bath surface [114], while the liquid steel outside the cavity is pushed
towards the refractory walls of the vessel in the radial direction [98]. In the case of
reduced ambient pressure, the momentum transferred by the gas jet to the surface of the
bath is higher than in the case of atmospheric pressure [127].
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2.2 Operating practice

A typical blowing practice consists of a decarburisation stage and a reduction stage,
which includes desulphurisation and alloying [5, 61]. An example of a stepwise blowing
practice for a 120-tonne vessel is shown in Fig. 8. The objective of the decarburisation
stage is to reach the target carbon content of the melt and thus the treatment is usually
continued until the target content is reached. Typically, a sample is taken at the end
of the decarburisation stage to fine-tune the end point calculations [55]. After the
decarburisation stage, the top slag contains approximately 30–40 wt-% Cr2O3, and
consequently a high degree of chromium reduction must be achieved in the reduction
stage for the process to be economical [128].
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Fig 8. Typical blowing practice for a 120-tonne AOD vessel [61]. Steel grade: AISI
304. Reproduced from Article II by permission of Springer Nature.

The total blowing time depends on the employed equipment, operating practice,
starting carbon content, and the target carbon content. For a typical heat with a starting
carbon content of 1.5–2.5 wt-%, and a target carbon content of 0.04 wt-%, the duration
of the decarburisation varies from 20 to 35 minutes [5]. For a given refining practice, the
length of the decarburisation stage depends mainly on the starting and target carbon
contents [5]. In comparison to the decarburisation stage, the reduction stage is much
shorter and lasts only 5 to 8 minutes [10].

In 1967, the total blowing time of the first complete AOD heat with start carbon
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content of 0.29 wt-% and end carbon content of 0.021 wt-% was 51 minutes [17]. An
improvement in process control was brought about by computer-based techniques in the
early 1970s [129], while the introduction of top-blowing alongside side-blowing in
the late 1970s and early 1980s [35, 108–112] marked a considerable increase in the
total gas injection rate. Further improvements were brought by the optimisation of
the gas injection equipment, such as the number and arrangement of the tuyères (see
e.g. [130]) or the type of top lance employed (see e.g. [131]). Owing to advances in
refining practices, total treatment times of less than 30 minutes can be obtained in
modern meltshop practice (see Table 4).

Table 4. Reported total blowing times in the AOD process.

Nominal Blowing time [min]
Year Reference capacity [t] Austenitic Ferritic Gas injection
1976 Gorges et al. [18] 80 77 80 Side
1977 Hodge [48] 55 82 – Side
1978 Gorges et al. [108] 80 37* 41* Side+top
1984 Tohge et al. [111] 60 75 – Side
1984 Tohge et al. [111] 70 61 – Side+top
1996 Neuschütz et al. [132] 80 33 – Side+top
2011 Pisilä et al. [45] 150 37 – Side+top
2016 Stebner et al. [133] 180 > 30 – Side+top
Notes: * decarburisation only.

2.2.1 Decarburisation

The decarburisation stage consists of multiple steps, the number of which depends on
the produced steel grade [20]. If the vessel is fitted with a top lance, combined top- and
side-blowing can be employed in order to maximise oxygen delivery [4, 10, 20, 108–
110, 132, 134, 135]. Typically, combined-blowing is employed only in the early part of
the decarburisation until a carbon content of approximately 0.1–0.5 wt-% has been
reached [10, 108, 109, 134, 136]. The combined top- and side-blowing is characterised
by the large reaction areas formed by the gas bubbles, cavity, and metal droplets
[4, 134, 137].

The combined-blowing decarburisation steps are followed by side-blowing de-
carburisation, in which the dilution of the blowing mixture is increased stepwise or
continuously towards the end of the decarburisation [4, 20]. During the side-blowing
decarburisation stage, reactions take place primarily between the gas plume and the
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metal bath [10, 44]. Fig. 9 illustrates typical changes in composition and temperature
during the AOD process.
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Fig 9. Typical changes in bath composition and temperature during the refining
of austenitic steel grades in the AOD process. Adapted from [45, 138].

The main decarburisation reaction in the metal bath is the exothermic oxidation of
dissolved carbon to carbon monoxide [4, 139]. The direct oxidation reaction can be
expressed by [4, 139]:

[C]+
1
2
{O2}
 {CO} . (3)

The dissolution of oxygen into the metal bath, and the direct oxidation reactions of
Fe, Cr, Mn, and Si can be expressed according to Eqs. 4, 5, 6, 7, and 8, respectively
[10, 139]. The indirect oxidation reactions of Fe, Cr, Mn, and Si can be formulated
simply by combining Eq. 4 with Eqs. 5, 6, 7, and 8, respectively.

{O2}
 2 [O] . (4)

Fe(l) +
1
2
{O2}
 (FeO) . (5)

[Cr]+
3
2
{O2}
 (Cr2O3) . (6)

[Mn]+
1
2
{O2}
 (MnO) . (7)
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[Si]+{O2}
 (SiO2) . (8)

The relation of carbon and chromium oxidation can be described by the following
endothermic overall reaction [4, 10]:

(Cr2O3)+3[C]
 2[Cr]+3{CO} . (9)

The equilibrium constant of Eq. 9 at equilibrium is given by [4, 10]:

K =

(
aH
[Cr]

)2
p3

CO

aR
(Cr2O3)

(
aH
[C]

)3 = exp
(
−88704

T
+56.67

)
. (10)

where aH
[Cr] is the Henrian activity (1 wt-% standard state) of chromium, pCO is the

partial pressure of CO, aR
(Cr2O3)

is the Raoultian activity of Cr2O3, aH
[C] is the Henrian

activity (1 wt-% standard state) of carbon, and T is the temperature. The ability to
influence aH

[Cr] are limited and aH
[C] decreases along with the decreasing carbon content

[10]. Therefore, the basic measures for shifting the reaction equilibrium from left to
right are the dilution of the blowing mixture to decrease the pCO, adjustment of the
slag basicity to increase aR

(Cr2O3)
, and high operating temperatures to increase K [10].

However, the effect of a change in pCO is greater than that of a change in T or aR
(Cr2O3)

[140]. The decarburisation rate can be expressed according to the following differential
equation [141, 142]:

d[%C]
dt

= An[%C]n , (11)

where An is a constant and n is the order of reaction. It has been established that in
the high carbon region, the decarburisation rate is independent of the carbon content and
follows a zeroth order reaction scheme (n = 0), but as the carbon content falls below
a so-called critical carbon content, the mass transfer rate of carbon starts to control
the reaction rate and the decarburisation proceeds according to a first order reaction
scheme (n = 1) [26, 49, 141–143]. Schürmann and Rosenbach [141] proposed that the
decarburisation rate follows an n-th order reaction scheme below 0.05 wt-% C, but this
finding has not been confirmed in subsequent studies. The decarburisation behaviour
observed in plant practice deviates to some extent from the simplified theoretical
description presented above. As illustrated in Fig. 10, four regions of decarburisation
rate can be identified [142]:
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Region 1 In the first minutes of the treatment, the blown oxygen reacts primarily
with silicon, manganese and chromium, thus hindering the decarburisation rate
[10, 72, 144].

Region 2 After the silicon and manganese contents have decreased, the majority of
the oxygen injected is consumed by the decarburisation reaction [10, 72]. The
decarburisation rate is constant for a given rate of oxygen injection, i.e. directly
proportional to the rate of oxygen injection [26, 49, 141–143].

Region 3 This period of refining is characterised by the formation of a solid chromium
oxide phase [142, 145], thereby limiting a further increase in the activity of
chromium oxides. Because the activity of carbon continues to decrease as its
content decreases, an increasing share of oxygen is consumed for oxidising other
dissolved elements, particularly chromium and manganese [10, 72, 142, 144].

Region 4 Below the critical carbon content, the decarburisation rate is directly propor-
tional to the carbon gradient and the reaction rate is characterised by 1st order
kinetics [26, 49, 141–143]. More specifically, the decarburisation rate is limited
by the mass transfer of carbon in the diffusion boundary layer [26, 49, 142].
It has been suggested that the critical carbon content is different for side- and
top-blowing conditions [144] and higher in the case of higher specific oxygen
injection rate [142].

The efficiency of oxygen use is commonly assessed with the concept of carbon

removal efficiency (CRE), which, as defined in Eq. 12, is the ratio of oxygen used for
decarburisation to the total amount of oxygen blown [10, 146]. It should be noted that
the definition of CRE does not account for top slag as a possible source of oxygen. For
this reason, some authors [146] have questioned its purposefulness in evaluating the
efficiency of decarburisation.

CRE [%] =
amount of oxygen reacting with carbon

total added oxygen
·100 . (12)

The oxidation of carbon and other alloying elements produces a large amount of
heat, which is much larger than the heat losses due to the radiation of heat through the
mouth of the converter, convection of heat with the flue gas, or heat transport through the
refractory lining and metal shell of the vessel [54]. For this reason, the bath temperature
needs to be adjusted so that the maximum allowed temperature of the refractory lining is
not exceeded [54].

In the original concept, argon was used to dilute the partial pressure of CO, but in
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Fig 10. Schematic illustration of the decarburisation rate as a function of the car-
bon content of the metal bath. Adapted from [142].

modern practice nitrogen is often used alongside argon as an inexpensive substitute
[147]. However, nitrogen – unlike argon – has a relatively high solubility in stainless
steel melts. Table 5 shows a compilation of the effect of certain parameters on the
solubility of nitrogen in stainless steel melts. Although nitrogen causes detrimental
effects to the properties of most steel grades [138, 148], it can improve the properties of
certain special steel grades, such as high nitrogen austenitic steels [148–150].

Table 5. Effect of certain parameters on the solubility of nitrogen in stainless steel
melts.

Parameter Effect on solubility Reference
Al, Cr, Co, Mn, Mo, Ta, V Increasing [148, 151, 152]
Co, Cu, N, Ni, Si, Sn Decreasing [149, 151]
Partial pressure of nitrogen Increasing [148, 150]
Temperature Decreasing [148, 149, 152]

During decarburisation, the nitrogen content of austenitic steel grades rises to a level
of 1000–1500 ppm [138]. The contribution of top-blowing to the nitrification of steel is
very limited in comparison to side-blowing [134].3 The level of dissolved nitrogen
decreases during later stages, in which nitrogen is replaced by argon (see Fig. 9).
3Scheller and Wahlers [134] studied the nitrification in the low carbon region (0.5 to 0.2 wt-% C) and found
that the efficiency of nitrogen dissolution for the tuyère gas was 23%, but less than 1% for the top-blown gas.
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The absorption reaction at the gas–metal interface consists of three sequential steps:
adsorption, dissociation, and dissolution [153]. The rate of nitrogen desorption follows
a mixed control mechanism consisting of a desorption reaction at the interface and
mass transfer in the molten metal [154]. The absorption of nitrogen in the early part of
decarburisation follows a dual-site mechanism (i.e. second-order kinetics), while the
desorption of nitrogen in the later part of the decarburisation stage follows a single-site
mechanism (i.e. first-order kinetics) [138]. The latter mechanism takes place when
surface active elements (such as oxygen) hinder the movement of absorbed nitrogen
atoms on the surface [138, 155].

2.2.2 Reduction

The reduction of slag is conducted by adding reductants and employing vigorous argon
stirring to promote good mixing conditions and emulsification of the top slag [55, 128].
After the reduction stage, the Cr2O3 content of the top slag is typically 0.1–5 wt-%
[73, 128, 156–158]. Consequently, chromium yields in excess of 95% are achievable
(see Table 6). The yields of manganese and other metallics are of the same order of
magnitude.

Table 6. Typical consumptions of an 80-tonne AOD vessel. Adapted from [5].

Indicator Unit Typical Best
Argon Nm3/t 12 9
Nitrogen Nm3/t 9–11 9
Oxygen Nm3/t 25–32 –
Lime kg/t 50–60 42
Fluorspar kg/t 3 2
Aluminium kg/t 2 1
Silicon kg/t 8–9 6
Brick kg/t 5–9 2
Decarburisation
metallics

kg/t 135 NA

Charge to tap time min 50–80 40
Total Cr yield %EAF/AOD 96–97 99.5
Total Mn yield %EAF/AOD 88 95
Total Metallic yield %EAF/AOD 95 97
Notes: AISI 304 steel grade, start carbon content 1.8 wt-%.
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Typical reductants include silicon-containing alloys (FeSi, SiMn, SiCr) [156–159]
and aluminium [159]; the choice of reductant depends mainly on the specified target
composition of the steel. The main reaction during FeSi reduction is the reduction of
Cr2O3 by silicon (Eq. 13), while the corresponding main reaction during aluminium
reduction is the reduction of Cr2O3 by aluminium (Eq. 14). A mixed FeSi–Al reduction
can be described simply as a combination of the two reactions.

(Cr2O3)+
3
2
[Si]
 2[Cr]+

3
2
(SiO2) . (13)

(Cr2O3)+2[Al]
 2[Cr]+ (Al2O3) . (14)

2.2.3 Desulphurisation

The charged liquid metal batch produced by the EAF contains roughly 100–300 ppm of
sulphur [157]. The desulphurisation of the liquid metal batch is conducted largely in the
AOD process. As virtually no desulphurisation takes place during the decarburisation
stage (see e.g. [157]), the desulphurisation is carried out as a part of the reduction stage.
The desulphurisation reaction can be described by the following ion exchange reaction
[159, 160]:

[S]+
1
2
{O2}


1
2
{S2}+[O] . (15)

Owing to the difficulty of determining the partial pressure of sulphur, the concept of
a sulphur partition ratio can be used to relate the distribution of sulphur between metal
and slag to the desulphurisation capacity of the slag [159]:

LS =
(%S)
[%S]

= K
CS f H

[S]

aH
[O]

, (16)

where K is the equilibrium constant and CS is the sulphide capacity of the slag,
while f H and aH denote the Henrian activity coefficient (1 wt-% standard state) and
the Henrian activity (1 wt-% standard state), respectively. Typically, the value of LS

increases with a higher basicity of the slag [161, 162] and – owing to a lower oxygen
potential – with a higher Si content of the metal [161]. The concept of sulphide capacity
was defined by Richardson and Fincham [163, 164] as follows:
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CS = [%S]
(

pO2

pS2

)1/2

= K

(
aH
(O2–)

f H
(S2–)

)
, (17)

where p denotes the partial pressure. Some models [165–169] employ the concept
of optical basicity [170] to relate slag composition to its sulphide capacity. Other
approaches include the Flory polymerisation model [171] and the ion and molecule

coexistence theory [172, 173], while the so-called KTH model is based on computational
thermodynamics [174–177].

2.2.4 Slag practice

Table 7 shows typical chemical compositions of AOD slags after the decarburisation
stage and after the reduction stage. It can be seen that the main constituents of the AOD
slag are CaO, SiO2, and Cr2O3, most of which is reduced during the reduction stage. It
should be noted that X-ray fluorescence (XRF) analyses, such as those shown in Table
7, do not account for the different oxidation states of the oxide species. For example,
chromium may be present in both divalent (CrO) and trivalent (Cr2O3) oxidation states.
The fraction of CrO decreases with increasing total chromium content, increasing
basicity, increasing oxygen partial pressure, and decreasing temperature [178, 179].
With respect to basicity, the constituents of the AOD slag can be categorised into basic
oxides (CaO, CrO, Cr2O3, FeO, MnO, MgO), acid oxides (SiO2), amphoteric oxides
(Al2O3, Fe2O3), and salts (CaF2, CaS) [160, 180, 181].

Table 7. Typical chemical composition of AOD slags. Adapted from [73].

Composition [wt-%]
Sample CaO SiO2 MgO Cr2O3 Fe2O3 MnO NiO
After the decarburisation stage 35.5 4.6 4.0 25.0 26.9 0.6 0.9
After the reduction stage 60.9 27.7 7.1 0.6 1.0 0.1 0.2
Note: austenitic grade 1.4301 (18 wt-% Cr, 8.5 wt-% Ni).

Table 8 shows the reported phases and minerals in solidified AOD slags [156, 158].
The decarburisation slags consist mainly of a chrome-spinel phase, a silicate matrix, and
metal droplets [156, 158]. The silicate matrix is based on networks of silicon tetrahedra,
which consist of Si cations surrounded by four oxygen anions [180, 182]. The silicon
tetrahedra are connected to each other by bridging oxygens, which can also connect
other cations with tetrahedral coordination (e.g. Al3+ and Fe3+) and can be broken
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by network-modifying cations (e.g. Fe2+, Ca2+, and Mg2+) to form non-bridging
oxygens [180, 182]. The chrome-spinel phase is reduced in the reduction stage and
the resulting final slag consists mainly of dicalciumsilicate [156, 158]. Because the
β→γ dicalciumsilicate transformation causes a volume increase, it is necessary to use
stabilising compounds, typically boron, to avoid disintegration of the slag in storage
[183].

Table 8. Phases and minerals in solidified AOD slags.

Slag type Mineral group Mineral Chemical formula
Rubens and co-authors [156, 158]

Carry-over
Chrome-spinel Picrochromite MgO·Cr2O3

Silicate matrix Merwinite 3CaO·MgO·2SiO2

Metal alloy

Decarburisation
Chrome-spinel Picrochromite MgO·Cr2O3

Chrome-spinel Calcium chromite CaO·Cr2O3

Silicate matrix β -Dicalciumsilicate 2CaO·SiO2

Metal alloy

Reduction

Silicate matrix Merwinite 3CaO·MgO·2SiO2

Silicate matrix γ-Dicalciumsilicate 2CaO·SiO2

Other Fluorspar CaF2

Other Calciowüstite (Ca,Fe)O
Other Periclase MgO
Other Cuspidine 3CaO·2SiO2·CaF2

Ternstedt et al. [184]

Decarburisation

Chrome-spinel Calcium chromite CaO·Cr2O3

Garnet Uvarovite 3CaO·Cr2O3·3SiO2

Silicate matrix Rankinite 3CaO·2SiO2

Amorphous phase
Metal alloy

Lindstrand et al. [185]

Decarburisation

Chrome-spinel Calcium chromite CaO·Cr2O3

Silicate matrix Dicalciumsilicate 2CaO·SiO2

Silicate matrix Rankinite 3CaO·2SiO2

Metal oxide Various Cr2O3, FexOy, and MnxOy with
parts of CaO and/or MgO

Amorphous phase
Metal alloy
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One of the objectives of the slag practice during the decarburisation stage is to
minimise chromium oxide solubility in the slag [10]. On the other hand, refractory lining
wear is a considerable cost factor in AOD processing and therefore it is necessary to
ensure that the slag practice and the employed refractory lining material are compatible
[156, 186]. In order to meet these two goals, the basicity of the slag is adjusted with the
addition of basic oxides, particularly lime [10, 139, 186]. The recommended basicity
ratios for decarburisation slags are shown in Table 9. The total amount slag former
additions are typically in the range of 3–7% of total bath weight [5]. The dissolution of
lime in decarburisation slags is hindered by the formation of a calcium silicate layer,
which surrounds the lime particles [156, 158]. For example, Münchberg et al. [158]
suggested a dissolution time of at least 16 minutes.

Table 9. Basicity ratios for decarburisation slags. Adapted from [186].

Basic oxide addition Minimum ratios for refractory combatibility
Typical steel grades ∗

Lime addition only
(%CaO)
(%SiO2)

≤ 1.6

Doloma or doloma/lime
(%CaO) + (%MgO)

(%SiO2)
≤ 2.0

Special steel grades ∗∗

Doloma or doloma/lime
(%CaO) + (%MgO)

(%SiO2) + (%Al2O3) + (%Nb2O5)
≤ 2.0

Basic oxide addition Recommended ratios for solid slag practice
Typical steel grades ∗

Lime addition only
(%CaO)
(%SiO2)

≤ 2.0

Doloma or doloma/lime
(%CaO)
(%SiO2)

≤ 2.0 or
(%CaO) + (% MgO)

(%SiO2)
≤ 3.33

Special steel grades ∗∗

Doloma or doloma/lime
(%CaO) + (%MgO)

(%SiO2) + (%Al2O3) + (% Nb2O5)
≤ 3.33

* low Al2O3 and Nb2O5; ** high Al2O3 and Nb2O5. All concentrations in weight-percent.

Earlier it was common to have separate slags for both reduction of slag and
subsequent desulphurisation, but modern plants employ a single slag practice, in which
desulphurisation takes place during the reduction stage [147, 159]. The advantages of
the single slag practice include higher chromium yields, decreased refractory lining
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wear, as well as reductions in process time and lime additions [4, 158].
Because the viscosity of the AOD slag increases with increasing chromium oxide

content [187], it becomes highly viscous towards the end of the decarburisation stage.
For this reason, the basicity and viscosity of the slag are adjusted by additions of
fluxes and slag formers to provide sufficient preconditions for efficient reduction of
slag and desulphurisation [55]. Nevertheless, it has been suggested that even after the
reduction stage the slag can have a small amount of solid CaO·Cr2O3 precipitates [162].
According to Song et al. [161], the slag basicity should be adjusted to (%CaO/%SiO2) >
2 for efficient reduction of slag and desulphurisation. Furthermore, it was recommended
that the metal bath temperature should be higher than 1943 K (1670 ◦C) to increase slag
fluidity [161].

A common flux employed in the AOD process is calcium fluoride (CaF2), also
known as fluorspar, which is an efficient flux, but very aggressive towards the refractory
lining [188]. Moreover, it may leach fluor, which contaminates ground water [189].
The melting point of the slag can also be reduced with the addition of bauxite, which
is an aluminium ore consisting mainly of gibbsite, boehmite, and diaspore minerals
mixed with goethite and hematite [188]. In normal operating practice the removal
of phosphorous is inefficient. However, laboratory experiments [190] suggest that
lime-based slags can be modified with BaO and NaF to improve their phosphate capacity.
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3 Review of reaction models

Optimisation of the AOD process is hindered by the lack of continuous composition
and temperature measurements during operation. Instead, the process must be halted
for sampling and temperature measurements, which decreases the productivity of the
process. Unless the vessel is fitted with a separate sub lance for sampling, the vessel
has to be tilted before the samples can be taken. Online off-gas measurements are
available, but provide only secondary information on the composition of the steel and
their accuracy can be affected by intrusion of air from the atmosphere. For these reasons,
the ability to predict the changes in composition and temperature with reasonable
accuracy is of paramount importance.

Computer-based techniques for the optimisation of the AOD process first came
into use already in the early 1970s [129], only a few years after the first commercial
installation in 1968 [17, 47]. The first thermodynamic decarburisation models [143, 191–
193] were published soon afterwards. The early models were focussed on chemistry and
relied on major simplifications to avoid the description of the kinetic parameters. Since
then, the models have evolved from simplistic depictions to complex process models,
which provide descriptions for the dominating physical phenomena. As shown in Fig.
11, modern process models may include several thermodynamic-kinetic reaction models
of selected phenomena [194, 195]. A critical review of the proposed reaction models is
provided in the following.4

Micromodels
Kinetic 

descriptions

Thermo-
physics

Thermo-
dynamics

Process 
models

Fig 11. Process model based on micromodels. Adapted from [194].

4An exhaustive review of the parallel development of CFD models for the AOD process is available in [196].
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3.1 Categorisation of the models

In this work, a new categorisation of reaction models was devised based on the earlier
categorisations available in the literature [27, 39, 57]. The proposed categorisation is
shown in Fig. 12. The main line of division lies between fundamental and data-based
models.5 The former type of models are based on the physical, chemical, and technical
fundamentals of the process [39, 197], while the latter type of models are based on the
analysis of empirical measurement data [197]. In comparison to data-based models,
fundamental models provide a deeper understanding of the process, a lower number of
parameters to be estimated, and a higher transferability of results, but tend to have a
lower degree of predictive accuracy and require more extensive research [197].

Simple reaction 
interface models

Data-based 
models

Process
mechanism 

models

REACTION
MODELS

Fundamental
models

Reaction volume
models

Reaction interface
models

Finite volume
reaction 
models

Statistical 
models

Reaction
equilibrium 

models

Conservation of 
momentum

accounted for

Simplistic 
process physics

Detailed
process physics

Machine learning
models

System free 
energy minimisa-

tion models

Conservation of 
momentum

ignored

Fig 12. Categorisation of the reaction models.

Three main categories of fundamental models were identified: system free energy
minimisation models, reaction volume models, and reaction interface models. The
5This distinction is, in essence, analogous to the common division between theoretical and empirical models.
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subcategories of the reaction volume models are reaction equilibrium models and finite
volume reaction models, while the subcategories of the reaction interface models are
simple reaction interface models and process mechanism models. Furthermore, two
main categories of data-based models were identified: statistical models and machine
learning models.6 The description of model categories, as well as the categorisation and
description of the models proposed in the literature is presented in the following.

3.1.1 System free energy minimisation models

System free energy minimisation models deduce the reaction extent from the min-
imisation of the Gibbs free energy at the reaction zone [27]. More specifically, the
reaction extent is not explicitly expressed as a function of time, but as a function of
the amount of species in the system. System free energy minimisation models are
often based computational thermodynamics software; examples of software suitable for
metallurgical applications include FactSage [199], HSC Chemistry [200], MTDATA
[201], PANDAT [202], and Thermo-Calc [203].

Swinbourne and co-authors (2012)

In a three-part series Swinbourne and co-authors employed HSC chemistry thermody-
namic software for modelling EAF [15], VOD [204], and AOD [145] processes. The
model for the AOD process [145] was based on substantial simplifications, including a
lack of kinetic factors, ideal behaviour of slag species, constant activity coefficients of
species in the metal phase, and a constant temperature during each processing stage.
Despite these shortcomings, the model provides a good overall picture of the process
for educational contexts. One of the main advantages of this model is the extensive
thermodynamic database of the HSC Chemistry software.

6The proposed sub-categories of data-based models are intended to encompass only those proposed for
reaction modelling. However, other types of models have also been proposed. For example, Wang et al. [198]
proposed a case-based reasoning model for prediction of the endpoint temperature of the metal bath in the
AOD process.
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3.1.2 Reaction equilibrium models

Reaction equilibrium models assume that reactions reach an equilibrium in a specified
reaction zone or volume [27]. Unlike detailed finite volume reaction models, zone-based
mathematical models aim to provide a computationally light simulation tool, which
is a simplified description of the main characteristics of the observed process [205].
These types of models focus on the conservation of species, mass, and energy, while the
conservation of momentum is usually not solved for. The bulk composition is updated
through the mass exchange between the bulk phase and the observed reaction volume
[27]. One of the advantages of the reaction equilibrium models is the ability to use
Gibbs free energy minimisation routines for equilibrium calculation (see e.g. [206]).
The conservation of mass in the reaction volume is generally of the form

dm
dt︸︷︷︸

accumulation

= ṁin
︸︷︷︸
input

− ṁout
︸︷︷︸
output

+ S
︸︷︷︸
source
term

. (18)

It should be noted that under steady-state conditions the accumulation term is zero.

Semin and co-authors (1983)

Semin et al. [207] made partial use of the assumption of a constant oxygen potential in
the metal bath, but discarded previous assumptions of a constant chromium content and
temperature. In the first series of calculations, it was assumed that all excess oxygen
would be consumed by chromium, but in later calculations iron oxidation loss was taken
as a constant at 1.5% to provide better results. Two decarburisation regimes were taken
into consideration:

1. In high carbon region, all oxygen was assumed to be consumed by the oxidation of
carbon.

2. At high silicon content levels, 80% of the supplied oxygen was used to oxidise
silicon, while the remaining 20% was distributed between carbon and chromium.
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Görnerup and Sjöberg (1999)

Görnerup and Sjöberg [159] published a model for reduction and desulphurisation
in AOD and CLU processes.7 As discussed in Section 3.1.5 (p. 74), this model was
essentially a sub-model of the AOD model proposed earlier by Sjöberg [209]. The
objective of the reduction and desulphurisation model was to determine optimal slag
composition and calculate the necessary material additions to achieve it. In this regard,
the modelling approach was fundamentally different from the main decarburisation
model. The three main assumptions of the model are summarised below:

1. The observed system reaches a thermodynamic equilibrium at the end of the
desulphurisation.

2. The injected oxygen not consumed by CO and SiO2 during decarburisation is reduced
completely by the reductant additions.

3. The heat losses are constant during the reduction stage.

The sulphur partition ratio LS was defined as a function of temperature, sulphide
capacity, and bath composition according to Eq. 19.

log10 LS =−935
T

+1.375+ logCS + log f H
[S]− logaH

[O] , (19)

where CS is the sulphide capacity of the top slag, f H
[S] is the Henrian activity

coefficient (1 wt-% standard state) of dissolved sulphur, and aH
[O] is the Henrian activity

(1 wt-% standard state) of dissolved oxygen. The activity coefficient of dissolved
sulphur was determined according to the Wagner formalism, while the activity of the
dissolved oxygen was calculated from the silicon-silica equilibrium.

The main assumptions of the model leave some room for criticism. As pointed out
by Wei and Zhu [49], it is unlikely that a thermodynamic equilibrium can be reached and
established in the whole metal bath during the reduction stage. The modelling results
obtained in Article IV support this criticism. Furthermore, as admitted by Görnerup and
Sjöberg [159] themselves, the second assumption is not in keeping with typical slag end
compositions, which contain a small residual amount of chromium, iron, and manganese
oxides. While the third assumption does not cause inaccuracy per se, it means that the
heat losses need to be re-assessed if the duration of the reduction stage is changed.

7See also [208].
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Kikuchi and co-authors (2002/2004)

Kikuchi et al. [210, 211] proposed a mathematical model for the decarburisation of
stainless steel in a combined-blowing converter in the low carbon range. In their study,
the top lance was not employed for decarburisation, but for stirring the bath with
nitrogen. Three reaction zones were considered in the model: 1) the free surface created
by the nitrogen gas jet, 2) the slag–metal interface, and 3) the bottom-blowing zone. In
the free surface, the reaction rate is determined by the mass transfer rates of carbon and
oxygen; their mass transfer coefficients were assumed to be equal. At the metal–slag
interface, the oxygen content in the metal bath equilibriates with the oxygen content of
the slag, which is determined by the oversaturated Cr2O3. Consequently, the reduction
of Cr2O3 supplies the metal bath with dissolved oxygen. In the bottom-blowing zone,
the injected oxygen is consumed first by the available carbon, after which the remainder
is consumed by oxidation of chromium. The overall differential equations for carbon,
oxygen, and chromium contents were expressed as follows [211]:

d[%C]
dt

=− 100
mbath

(ṁ[C],1 + ṁ[C],3)

=− 100
mbath

(
AGR′′[C],1 +229V̇O2

[%C]
100

)
, (20)

d[%O]
dt

=− 100
mbath

(
−ṁ[O],2− ṁ[O],3 +

16
12

ṁ[C],1

)

=− 100
mbath

{[
α (ṁ[O],lance− ṁ[O],bottom)−QL

]
([%O]− [%O]sat)

100

+
16
12

ṁ[C],1

}
, (21)

d[%Cr]
dt

=− 100
mbath

(ṁ[Cr],3− ṁ[Cr],2) , (22)

where ṁ[C], ṁ[O], and ṁ[Cr] are the mass transfer rates of carbon, oxygen, and
chromium, respectively. The subscripts 1, 2, and 3 denote the three reaction zones,
ṁ[O],lance is the oxygen transfer rate between slag and metal induced by top-blowing,
ṁ[O],bottom is the oxygen transfer rate between slag and metal induced by bottom-blowing,
AG is the gas–metal interfacial area, R′′[C],1 is the decarburisation rate at the free surface,
α is the liquid phase fraction of the slag, QL is the circulation flow rate of metal into
the bottom-blowing zone, and [%O]sat is the oxygen content in equilibrium with the
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chromium oxide saturated in the slag.

3.1.3 Finite volume reaction models

The fundamental basis of the finite volume reaction models is the numerical solution of
fluid flows in discrete control volumes. The general equation of continuity in a control
volume is expressed by [116]:

∂ρ
∂ t︸︷︷︸

rate of
change of ρ

=−∇ · (ρu)
︸ ︷︷ ︸
divergence

of u

, (23)

where u is the velocity vector. In principle, the chemical reaction rates can be given
as source terms without any interaction with the fluid flow field. In more complex
models, chemical reaction rates are calculated based on the conditions of the fluid flow
field.

Kärnä and co-authors (2008)

Kärnä et al. [212] proposed a CFD-based reaction model for nitrogen transfer in the
AOD process during side-blowing. The isothermal, three-dimensional fluid flow field
was solved using the ANSYS Fluent software by employing an Eulerian multiphase
approach and the realizable k-ε turbulence model. Nitrogen absorption and desorption
were calculated based on a time-averaged flow field according to Eqs. 24 and 25,
respectively.

dc[N]

dt
=−β1

A
Vbath

(c[N]− c[N],e) , (24)

dc[N]

dt
=−β2

A
Vbath

(
c2

[N]− c2
[N],e

)
, (25)

where c denotes the molar concentration, β1 is the mass transfer coefficient of the
absorption reaction, A is the interfacial area, Vbath is the volume of the metal bath, and
β2 is the mass transfer coefficient of the desorption reaction. The model was applied for
simulation of a single heat. The calculated nitrogen content as a function of time was in
reasonably good agreement with the measured data.
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Andersson and co-authors (2012/2013)

Andersson et al. [213–217] proposed a reaction model, which coupled a CFD model of
an AOD converter with Thermo-Calc computational thermodynamics software. The
CFD model – implemented with the PHOENICS software – was used to calculate a
steady-state flow field, which was employed for the reaction calculations [214].8 The
transport of species φ k

i of phase i was defined according to [214]:

d
(
αiρiφ k

i
)

dt︸ ︷︷ ︸
temporal
change

+∇
(

αiρiviφ k
i

)

︸ ︷︷ ︸
convective

mass transport

= ∇
[

αiρi

(
Dk

0 +
µt

ρiSct

)
∇φ k

i

]

︸ ︷︷ ︸
diffusive

mass transport

, (26)

where αi is the phase volume fraction, ρi is the phase density, vi is the phase velocity
vector, Dk

0 is the diffusion coefficient of species k, µt is the turbulent dynamic viscosity,
and Sct is the turbulent Schmidt number. The effect of top slag on the metallostatic
pressure in the metal bath was calculated assuming a smooth bath surface [215]. A
significant shortcoming of the model is that that the metal and slag temperatures
were calculated using a linear temperature equation, which was determined based on
regression data and included both the heat produced by the reactions and the cooling
effects of gas and slag [214]. Furthermore, the temperature was assumed to be constant
for the whole computational domain [214]. This assumption appears to be quite rough
and ignores the different heat transfer processes taking place in the bath, particularly the
heat transfer phenomena in the gas injection area and in the gas plume.

So far, the model has been validated only by comparison with the TimeAOD2 model,
which is based on the model proposed by Sjöberg [209] (see p. 74). Nevertheless, the
model has been used for an in-depth analysis of the early decarburisation stage [213] and
for sensitivity studies regarding the effect of chromium oxide separation [215] and bath
temperature [216] on the decarburisation reaction. Based on the results obtained, it was
proposed that a higher amount of liquid slag as well as higher separation of chromium
oxide to the liquid slag have a decreasing effect on the decarburisation rate [215].

Song and co-authors (2014)

Song et al. [75] studied post-combustion phenomena in the AOD process using a CFD-
based reaction model. The fluid flow field was solved using commercial ANSYS Fluent

8This approach is essentially similar as in the BOF model proposed earlier by Ersson et al. [218].
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software by employing Reynolds-averaged Navier-Stokes equations for decomposing
the instantaneous Navies-Stokes equations into average fluctuation components and
using the realizable k-ε model for turbulence modelling [75]. The transport and reaction
of oxygen were calculated with species transport model. More specifically, it was
assumed that the reaction rate is controlled either by the Arrhenius rate or the turbulence
mixing rate [75].

3.1.4 Simple reaction interface models

The theoretical basis for simple reaction interface models is constituted by the boundary
layer theory [219]. More specifically, it is assumed that the reactions establish an
equilibrium at the reaction interfaces and that the reaction rates are determined by
mass transfer onto and from the interface [27]. For example, in the case of slag–metal
reactions the reaction rate of species i can be calculated simply as [220]:

dci

dt
=−β

A
V
(ci− c∗i ) =−k (ci− c∗i ) , (27)

where ci is the molar concentration of species i, t is the time, β is the mass transfer
coefficient, A is the interfacial area, V is the volume, c∗i is the molar concentration
of species i at the interface, and k is the time constant. It should be noted that the
formulation shown in Eq. 27 excludes the presence of bulk motion. In general, simple
reaction interface models do not provide mathematical descriptions of the time constant
k, but employ fixed values derived from plant data. As discussed later in Section 4.1 (p.
97), the physical significance of Eq. 27 is limited by the fact that it is strictly valid for
dispersed systems only when the average residence time of the particles approaches
zero.

Watanabe and Tohge (1973)

Watanabe and Tohge [221] proposed a model for the decarburisation phenomena of
liquid stainless steel under reduced pressure. The model was based on the assumption
that the blown oxygen is first transferred to the metal bath via Eqs. 28 and 29, and then
reacts with dissolved carbon according to Eq. 30.

x[M]+
y
2
{O2}
 (MxOy) . (28)
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(MxOy)
 x[M]+ y[O] . (29)

[C]+ [O]
 {CO} . (30)

The carbon content was obtained by integrating the first-order differential equation
for decarburisation:

[%C]t− [%C]e
[%C]0− [%C]e

= exp
[
− A

Vbath

(
D
δ

)
t
]
, (31)

where [%C] is the carbon content, [%C]e is the carbon content at equilibrium, A is
the reaction area, Vbath is the volume of the metal bath, D is the mass diffusivity, δ is the
thickness of the diffusion boundary layer, and t is the time. The ratio D/δ corresponds
to the definition of the mass transfer coefficient and was taken as a velocity parameter of
the decarburisation reaction. The model was validated with a series of heats, in which
pure O2, Ar–O2, CO2, and Fe2O3 additions were employed for the decarburisation of
the melt under reduced pressure. The start carbon contents were 0.2 – 0.3 wt-%. Based
on the validation data, the velocity parameter was evaluated to be D/δ = 1.41 · 10–4 m/s.

Asai and Szekely (1974)

Asai and Szekely [191] proposed a mathematical decarburisation model for laboratory
scale results. This initial model assumed that dissolved oxygen reacts either with
dissolved carbon or dissolved chromium. Oxidation of Fe was excluded as FeO was
considered purely an intermediary product. The differential oxygen, carbon, and
chromium balances were written as:

dy[O]

dt
= I(y[O],e− y[O])+

ṁ[O]

mbath
, (32)

dy[C]

dt
= I(y[C],e− y[C]) , (33)

dy[Cr]

dt
= I(y[Cr],e− y[Cr]) , (34)

where y denotes the mass fraction, I is the conductance parameter (1/s) which
incorporates all the mass transfer resistances, and ṁ[O] is the feed rate of oxygen (kg/s).
For the calculations, Eqs. 32, 33, and 34 were converted into a dimensionless form
and a dimensionless conductance parameter was used as a fitting parameter. The
activity coefficients of oxygen, carbon, and chromium were determined using Wagner’s
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formalism, considering only the main interactions in the Fe–Cr–C–O system. The
activity of Cr2O3 was taken as a(Cr2O3) = 1. The model was employed for simulating
laboratory-scale experiments, which included top- or bottom-blowing.

In later work, Szekely and Asai [192] modified the model for non-isothermal
industrial practice. This model considered a reaction system, where the side-blown
oxygen could either react with C, Cr, and Si (thus forming CO, Cr2O3, and SiO2,
respectively), or accumulate in the melt. In relation to the silicon-silica equilibrium, the
activity coefficients of Si and SiO2 were taken as 1 and 0.01, respectively.

A comparison of the model predictions to plant data from a 40 t electric furnace
showed that despite strong simplifications, the model was able to predict the correct
carbon, chromium, and temperature trajectories with good accuracy [192], but as the
model was applied for only one heat, it remains unclear whether the same level of
accuracy level could be achieved with a larger amount of data. The studied heat started
at a carbon content of 0.892 wt-%, which is above the critical carbon contents reported
for side-blowing [26, 144]. One of the key deficiencies of the model is that it did not
take into account that the mass transfer of carbon is not rate-limiting for decarburisation
at high carbon content levels.

Fruehan (1976/1976)

In 1975, Fruehan [222] published a study on nitrification and decarburisation of stainless
steels. It was postulated that both the mass transfer of nitrogen in the liquid steel and the
chemical reaction at the interface could control the nitrogen pick-up rate. Combining
these two mechanisms, the following rate equation was proposed:

[%N]e− [%N]t
[%N]e− [%N]0

=
kα

kα − kβ
exp(−kβ t)− kβ

kα − kβ
exp(−kα t) , (35)

where kα is the rate parameter of nitrogen mass transfer and kβ is the rate parameter
for the solution of nitrogen into the metal bath. In the same study, Fruehan [222]
suggested that the injected oxygen primarily oxidises chromium and iron at the tuyère
zone. It was assumed that FeO would be reduced rapidly primarily by chromium, thus
rendering it as an intermediate product. The decarburisation reaction would then take
place between dissolved carbon and the chromium oxide particles rising with the gas
bubbles towards the surface of the metal bath:
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Cr2O3 (s) +3[C]
 2[Cr]+3{CO} . (36)

In 1976, Fruehan [143] published a reaction model based on the earlier findings.
This model established many of the basic principles that have been employed in later
models. It was assumed that the decarburisation rate would be controlled by oxygen
supply rate at high carbon range and by liquid-phase mass transfer of carbon to the
bubble surface at the low carbon range. Therefore, the decarburisation rate at a given
moment is defined simply by the mechanism, which provides a slower rate:

d[%C]
dt

= max



− 200MCṅO2

mbath
︸ ︷︷ ︸

oxygen
supply control

, − k ([%C]− [%C]e)

︸ ︷︷ ︸
carbon mass

transfer control




, (37)

where MC is the molar mass of carbon, ṅO2 is the molar flow rate of oxygen, mbath is
the mass of the metal bath, k is a rate parameter fitted to the measurement data, [%C] is
the time-dependent average carbon content in the metal bath, and [%C]e is the average
carbon content at the bubble surface in equilibrium with the average chromium content
and the CO partial pressure in the gas bubbles. The equilibrium carbon content ([%C]e),
the partial pressure of CO (pCO), and the molar flow rate of CO (ṅCO) were calculated
as follows:

[%C]e =
a

2/3
[Cr]

K1/3

100MC

MFeγ[C]
pCO , (38)

pCO =
ṅCO

ṅCO + ṅAr
pG , (39)

ṅCO =
d[%C]

dt
mbath

100MC
, (40)

where a[Cr] is the activity of dissolved chromium, MFe is the molar mass of iron,
γ[C] is the activity coefficient of dissolved carbon (molar basis), K is the equilibrium
constant,9 ṅAr is the molar flow rate of argon, and pG is the average total pressure in the
metal bath. The activity coefficient of carbon was determined in the Fe–Cr–C system
using the Wagner formalism.

Having identified the reduction of chromium oxides with dissolved carbon as the
main decarburisation mechanism, Fruehan [223] undertook experiments to study the
9Corresponding to reaction Cr2O3(s)+3[CO]
 2[Cr]+3{CO}.
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rate-controlling step in the reduction of Cr2O3 by carbon. Experiments were conducted
with both solid carbon and carbon dissolved in Fe–Cr–C melts. In the previous case,
it was found that the overall reaction is controlled by the mass transfer of CO away
from the reaction surface. In the latter case, the decarburisation rate was found to be
controlled by the diffusion of dissolved carbon into the liquid Cr2O3 surface.

All in all, the work carried out by Fruehan [143, 222, 223] in 1970s was instrumental
not only in identifying the main mechanism of decarburisation during side-blowing
operations through experiments, but also in formulating a mathematical description.
As shown by Irving et al. [224], the reaction model proposed by Fruehan [143] is
sufficiently simple to be incorporated in a control model. However, as pointed out by
Deb Roy and Robertson [225], some seemingly rough assumptions were related to the
equilibrium composition at the reaction interface:

1. the equilibrium carbon content at the interface was taken as zero for isothermal
decarburisation at low carbon content,

2. the equilibrium chromium concentration at the interface was taken as equal to the
bulk chromium concentration, and

3. the model did not account for the effect of the variation of CO partial pressure with
bath height.

Ohno and Nishida (1977)

Ohno and Nishida [193] introduced an AOD model, which employed gas bubble
geometry. Similarly to Fruehan [143], it was assumed that the decarburisation rate
was controlled by the liquid-phase mass transfer of carbon. The generation of CO was
expressed by

dnCO

dt
= β[C]ξV

2/3
bath

ρL

100MC
([%C]− [%C]e) , (41)

where β[C] is the mass transfer of dissolved carbon, ξ is a geometry parameter, Vbath

is the volume of the metal bath, and ρL is the density of liquid metal. The mass transfer
coefficient was calculated according to the Higbie [226] correlation by employing
bubble geometry. As pointed out by Wei and Zhu [49], a considerable deviation from
reality was caused by the assumption that the activities of the dissolved species were
taken as being equal to unity.
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Deb Roy and co-authors (1978)

In 1978, Deb Roy and Robertson [225] proposed a mathematical reaction model for
argon–oxygen steam mixtures under isothermal conditions and studied decarburisation
in AOD and CLU processes. This model assumed that most of the blown oxygen first
oxidises Cr to Cr2O3, which oxidises carbon in the metal bath. Gas- and liquid-side
mass transfer resistance as well as the effect of partial pressure on the gas-side mass
transfer coefficient were accounted for. The effects of variation of reduced top pressure,
oxygen-argon ratio of the blowing mixture and steam injection on the oxidation of
carbon and chromium were also considered. The mass transfer of gaseous species i

was calculated according to the penetration theory and accounted for the effect of bulk
motion (Eq. 42). The rate expressions of the dissolved species C, Cr, O, and H were
defined according to Eq. 43.

n′′i,G = θi
βi,G

(pGRT )1/2
(p∗i − pi)

︸ ︷︷ ︸
mass transport

+
p∗i
pG

n

∑
j=1

n′′j,G

︸ ︷︷ ︸
bulk motion

, (42)

n′′i,L = βi,L (ci− c∗i )︸ ︷︷ ︸
mass transport

, (43)

where θ is the correction factor for high mass transfer rates, pG is the total gas
pressure, p is the partial pressure, p∗ is the partial pressure at the interface, n′′ is the
molar flux, β is the mass transfer coefficient, c is the molar concentration, and c∗ is
the molar concentration at the interface. Based on the initial results, it was suggested
that reduced top pressure has an increasing effect on the decarburisation rate, but that
the effect is more pronounced at higher carbon contents [225]. The use of steam as a
substitute for argon was also studied and the hydrogen level in the end composition of
the metal bath was found to be comparable to the saturation solubility of hydrogen in
liquid iron [225].

In a subsequent paper, Deb Roy et al. [227] extended the model for non-isothermal
conditions and assumed that all the oxygen blown from the tuyères would react to
Cr2O3, SiO2, and MnO in proportion to their molar concentrations. Thereafter, the
oxides rising upwards with gas bubbles would react with the dissolved species in the
metal phase. The activity coefficients of the dissolved species were calculated using the
Wagner formalism. The model was compared to plant data from six heats.
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Tohge and co-authors (1984)

Tohge et al. [111] proposed a new scheme for process control of combined top- and
side-blowing decarburisation. The oxidation ratio of each element due to top-blowing
was related to the Gibbs free energy of the corresponding oxide. However, a fixed molar
Cr/Fe oxidation ratio of 4.6 was assumed based on slag analysis. The effects of the
additions were considered in the mass and heat balance. The change in carbon content
and the molar rate of carbon removal are obtained from Eqs. 44 and 45, respectively.

d[%C]
dt

=−1200ṅ[C]

mbath
−

[%C]
dmbath

dt
mbath

, (44)

ṅ[C] =
mbathAV β[O]([%O]− [%O]e)

1600
, (45)

where AV is the reaction surface area per unit volume and β[O] is the mass transfer
coefficient of oxygen. The apparent volumetric mass transfer coefficient AV β[O] was
determined based on plant data. The obtained volumetric mass transfer coefficients
were presented as a function of the carbon content and were essentially the same for
side-blowing and combined side- and top-blowing. The predictions of the proposed
model were not compared to experimental data.

Vercruyssen and co-authors (1994)

Vercruyssen et al. [37] proposed a model for the MRP process. The model considered
three reaction interfaces: metal–slag, metal–gas, and slag–gas. At the metal–slag
interface, metal oxidation and dissolution of oxides was assumed to take place according
to Eq. 46. At the metal–gas interface, direct oxidation of carbon was described according
to Eqs. 47–49, while dissolution of oxygen was expressed according to Eq. 50. At the
slag–gas interface, the reduction of oxides was formulated according to Eq. 51.

[Me]+ x[O] 
 (MeOx) . (46)

[C]+{CO2}
 2{CO} . (47)

[C]+ [O] 
 {CO} . (48)

[C]+2[CO] 
 {CO2} . (49)
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{O2}
 2[O] . (50)

{MeOx}+ x(CO)
 [Me]+ x(CO2) . (51)

The total molar flux of species i in the metal and slag phases was calculated according
to Eqs. 52 and 53, respectively, while the total molar flux of species i in the gas phase
was calculated according to Eq. 54.

n′′i,L = βi,L cL (xi,e− xi,bath) , (52)

n′′i,S = βi,S cS
(
xi,e− xi,slag

)
, (53)

n′′i,G = βi,G cG
(
xi,e− xi,gas

)
+ xi,e

n

∑
j=1

n′′j,G , (54)

where cL, cS, and cG are the molar concentrations of the metal, slag, and gas phases,
respectively. The equilibrium mole fractions xi,e were calculated from the equilibrium
constants of the reactions considered. The activity coefficients of elements dissolved
in the metal phase were described using the Wagner formalism, while the activity
coefficients of slag species were assumed to be constant. It should be noted that all the
species in one phase were assumed to have the same mass transfer coefficient. The
interfacial areas for metal–slag (AL–S), metal–gas (AL–G), and slag–gas (AS–G) reactions
were assumed to be adjustable variables.

Reichel and Szekely (1995)

Reichel and Szekely [26] presented a mathematical model for decarburisation in AOD
and VOD processes. The approach shared many similarities with their earlier-proposed
control models for the KCB-S [228] and VOD processes [229]. The AOD model was
combined with an on-line gas analysis to determine the optimal rate of oxygen supply at
a given moment.

The main assumption of the model is that the decarburisation rate in the high carbon
region is directly proportional to the oxygen flow rate and proceeds according to the
zeroth order differential equation, but as the carbon content decreases below a critical
value, the decarburisation rate becomes limited by the mass transfer of carbon and
proceeds according to the first order differential equation. Combining these regimes, the
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decarburisation rate can be expressed as follows:

d[%C]
dt

=





− 100
mbath

12
11.2

V̇O2,C
︸ ︷︷ ︸

oxygen
supply control

when [%C]> [%C]crit ,

−k ([%C]− [%C]e)︸ ︷︷ ︸
carbon mass

transfer control

when [%C]≤ [%C]crit ,

(55)

where V̇O2,C is the oxygen flow rate consumed for CO formation and k is the
overall oxygen exchange coefficient. The formulation shown in Eq. 55 essentially
similar to that of Eq. 37. Reichel and Szekely [26] suggested that 1/k is practically
constant for the low-carbon region below the critical carbon content. The statistical
analysis of production data for an AOD converter with a top lance suggested a value of
1/k = 6.7 min. However, it should be noted that k is constant only for a specific vessel
and blowing practice.

Scheller and Wahlers (1996)

Scheller and Wahlers [134] studied nitrification during combined top- and side-blowing
decarburisation in the low carbon region. The studied 1st order reaction mechanism is a
diffusion-controlled case, while the 2nd order reaction mechanism is controlled by the
chemical reaction at the interface:

d[%N]

dt
≈ β1

A
V

f[N] ([%N]e− [%N]) (1st order reaction) , (56)

d[%N]

dt
≈ β2

A
V

f 2
[N]

(
[%N]2e− [%N]2

)
(2nd order reaction) , (57)

where β1 is the mass transfer coefficient of the 1st order reaction, A is the reaction
area, V is the volume of the metal bath, f[N] is the activity coefficient of nitrogen, [%N]e

is the equilibrium content of nitrogen, and β2 is the mass transfer coefficient of the 2nd
order reaction. The corresponding rate constants k1 and k2 were defined by Eqs. 58 and
59, respectively.

k1 = β1
A
V

=
1

t f[N]
ln

[%N]e− [%N]0
[%N]e− [%N]

. (58)
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k2 = β2
A
V

=
1

t f 2
[N]

50
[%N]e

(
ln

[%N]e− [%N]0
[%N]e +[%N]0

+ ln
[%N]e +[%N]

[%N]e− [%N]

)
. (59)

In order to differentiate the contributions of side- and top-blowing to nitrification,
the validation heats were conducted as follows: when an O2–N2 mixture was blown via
tuyères, an O2–Ar mixture was blown via a top lance and vice versa. The ratio of O2

to N2 or Ar was ≤ 1:1. The start and end carbon contents of the studied stages were
approximately 0.5 wt-% and 0.2 wt-%, respectively. Based on the experimental heats, it
was found that the efficiency of nitrification was found to be approximately 23% for
side-blown nitrogen and ≤ 1% for top-blown nitrogen. The first-order rate constants
(k1) were approximately 0.35–0.45 min–1 for side-blowing and 0.006–0.013 min–1 for
top-blowing. The corresponding second-order rate constants (k2) were approximately
400–700 min–1 and 15–35 min–1, respectively.10 These results suggest that the top-
blowing of nitrogen plays practically no role in the nitrification of steel during the AOD
process.

Kleimt and co-authors (2006/2007)

Kleimt et al. [230–232] proposed a thermodynamic decarburisation model, which is
largely similar to other reaction interface models. The decarburisation rate in the low
carbon region was defined according to [230]:

d[%C]
dt

=− 1
TC

([%C]− [%C]e) , (60)

where TC is a kinetic time constant. The equilibrium carbon content was defined by

[%C]e =

(
f[Cr][%Cr]e

)2/3

f[C]

K
1/3
Cr

KC

1

a
1/3
(Cr2O3)

pCO = FCO pCO , (61)

where f is the Henrian activity coefficient (wt-% scale), [%Cr]e is the equilibrium
chromium content, KCr is the equilibrium constant,11 KC is the equilibrium constant of
the reaction [C]+ [O]
 {CO}, a(Cr2O3) is the activity of Cr2O3, and FCO is a parameter
which equals the carbon equilibrium at the CO partial pressure pCO of 1 bar. The partial

10The 1st order rate reaction shown in Eq. 56 is similar to a typical expression of decarburisation with low
carbon contents. Assuming that the surface area available for oxygen and nitrogen is the same, the reported k1

coefficients can be employed for side- and top-blowing decarburisation.
11Corresponding to reaction 2[Cr]+3[O]
 (Cr2O3).
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pressure of CO was calculated on the basis of CO gas generation and the injection of
inert gases. Here, it was assumed that the total pressure and the partial pressure of
CO corresponded to a value near the bath surface. The activity coefficients of species
dissolved in the metal bath were solved using the Wagner formalism.

Riipi and co-authors (2009)

The mathematical model proposed by Riipi et al. [138] focuses on the absorption and
desorption of nitrogen during the AOD process. The rate equations were formulated as
follows:

dc[N]

dt
=−β1

Aeff

Vbath
(c[N]− c[N],e) (absorption) , (62)

dc[N]

dt
=−β2

Aeff

Vbath

(
c2

[N]− c2
[N],e

)
(desorption) , (63)

where β1 is the mass transfer coefficient of the absorption reaction, Aeff is the
effective surface area, and β2 is the mass transfer coefficient of the desorption reaction.
The effective surface area for nitrogen absorption and desorption were calculated
according to Eqs. 64 and 65.

Aeff =
(
1−1.8×10−4t−0.57

)
Ab (absorption) , (64)

Aeff =
(
−4.8×10−5t +0.19

)
Ab (desorption) , (65)

where t is the time and Ab is the total surface area between gas bubbles and the metal
bath. The employed equation for the equilibrium nitrogen content (Eq. 66) represents a
regression equation of the results obtained using the FactSage thermodynamic software.

[%N]e =
[(
−11.786y2

[Cr] +1.8136y[Cr]−0.2325
)

y[Ni]

+9.6786y2
[Cr]−1.1532y[Cr] +0.1518

]
p

1/2
N2

. (66)

3.1.5 Process mechanism models

Process mechanism models assume that chemical reactions take place only at the
reaction interface, and make use of the boundary layer theory [219] to derive the rate. In

73



contrast to simple reaction interface models, process mechanism models aim to provide
a description of the oxygen–bulk contact mechanism, such as the oxygen impact area
and shape and oxygen–bulk contact time [27]. The process mechanism models often
account for several reaction resistances; the overall resistance is then similar to resistors
in series as suggested by the Lewis-Whitman film theory [233]. In many cases, the
interfacial area is calculated using experimental correlations or simplistic mathematical
models to avoid excess complexity. In principle, the reaction interface can also be
calculated with the control volume method provided that the interface is tracked (see e.g.

[234–236]).

Sjöberg (1994)

Sjöberg [209] proposed a reaction model for bottom- and side-blowing stainless
steelmaking converters.12 The model included descriptions for decarburisation, reduction
of slag, and desulphurisation. The description of the reduction and desulphurisation
model is provided along with other reaction equilibrium models in Section 3.1.2 (p. 59)
and is not repeated here. As for the decarburisation stage, the total amount of carbon
removed during a time step was calculated as follows:

n[C], tot = n[C],tuyère

︸ ︷︷ ︸
tuyère
zone

+
∫ H0

0

(
dn[C],plume

dh

)

h
dh

︸ ︷︷ ︸
gas plume

above the tuyères

. (67)

The first term on the right-hand side of Eq. 67 describes the oxidation of carbon at
the tuyère zone, in which oxygen was assumed be consumed by C, Cr, Mn, Si, and Fe
proportional to their molar concentration in the metal bath. The second term on the
right-hand side of Eq. 67 expresses the decarburisation rate (mol/m) at height h above
the tuyère and is defined according to Eq. 68.

(
dn[C],plume

dh

)

h
=−kα

[
(nCO,h +ninert)RT

ptot,h

]5/12

·


1+ kβ

p
13/12
tot,h

T 7/12

1
(nCO,h +ninert)

1/12

1
KCOa[O] f[C]



−1

[%C]bath

(
1−

p(CO, B),h

pCO, e

)
, (68)

12See also the earlier publication by Wijk and Sjöberg [139].
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where kα and kβ are constants to be evaluated based on plant data, nCO,h is the
number of moles of CO at height h, ninert is the number of moles of diluting gas at height
h, ptot,h is the total pressure at height h, KCO is the equilibrium constant of the reaction
[C]+ 1

2{O2}
 {CO}, R is the gas constant, T is the temperature, a[O] is the activity of
dissolved oxygen, f[C] is the activity coefficient of dissolved carbon, [%C]bath is the
carbon content in the metal bath, p(CO, B),h is the partial pressure of carbon monoxide in
the gas bulk phase at height h, and pCO, e is the partial pressure of carbon monoxide at
equilibrium. The remaining oxygen not consumed by decarburisation (n[O],rem) was
divided between Cr, Mn, Si, and Fe in proportion to their hypothetical driving force:

n[O],k =
∆G′k

r
∑

k=1
∆G′k

n[O],rem where ∆G′k = Kk

∏
r

aνr
r

∏
p

aνp
p

. (69)

The activity coefficients of the species in the metal phase were determined according
to the Wagner formalism. The activity of silica was determined according to a regression
equation, while the activities of the other oxides were taken as unity. The behaviour
of nitrogen in the AOD vessel was defined through the concept of nitrogen removal

efficiency (NRE), which was defined as a function of dissolved oxygen and sulphur
contents:

NRE = (1+28.4 · [%O]+5.34 · [%S])−2 . (70)

In comparison to the models proposed before it, the model proposed Sjöberg [209]
was arguably the first to provide a comprehensive description of the entire side-blowing
AOD process by combining a decarburisation model with nitrification, reduction, and
desulphurisation sub-models. However, it did not provide a description for top-blowing.
The original model evolved later into two commercial models: TimeAOD [237] and
UTCAS [238]. The latest version of the TimeAOD model (TimeAOD2) is coupled
with the ThermoCalc R© thermodynamic software [237]. Detailed descriptions of these
models, however, are not available in the open literature.

Wei and co-authors (2002/2007/2011)

In 2002, Wei and Zhu [49, 239] proposed a reaction model for side-blowing operations.
Two sets of reaction equilibria were considered: Eqs. 71–74 describe the reactions with
FeO as an oxidant, while Eqs. 75–78 describe the decarburisation reactions.

75



[C]+ (FeO)
 {CO}+[Fe] . (71)

2[Cr]+3(FeO)
 (Cr2O3)+3[Fe] . (72)

[Si]+2(FeO)
 (SiO2)+2[Fe] . (73)

[Mn]+ (FeO)
 (MnO)+ [Fe] . (74)

(FeO)+ [C]
 [Fe]+{CO} . (75)

(Cr2O3)+3[C]
 2[Cr]+3{CO} . (76)

(SiO2)+2[C]
 [Si]+2{CO} . (77)

(MnO)+ [C]
 [Mn]+{CO} . (78)

The distribution of blown oxygen among the elements in the metal matrix was based
on the Gibbs free energies of their oxidation reactions at the interface. The distribution
ratio of oxygen to reactant i was defined according to

xi =

1
νi,O

∆Gi

∆G[C] +
1
3 ∆G[Cr] +

1
2 ∆G[Si] +∆G[Mn]

, (79)

where ∆G is the Gibbs free energy and νi,O is the stoichiometric coefficient of
oxygen in the oxide of species i. The activities of species in the liquid metal were
calculated using the WLE formalism, while the activities of the slag species were
calculated using an empirical slag model, which was based on the slag model proposed
in [240]. Later, the model was extended with a description for top-blowing [137, 241].
Two reaction areas were defined under the following assumptions:

1. Reactions between the top-blown gas and the metal bath were assumed to occur
both on the interface of the cavity and on the surface of the splashing metal droplets.
Moreover, it was assumed that the geometry of the cavity corresponds to a paraboloid
of revolution and that the volume of the metal droplets equals the displaced volume of
the cavity. The cavity depth and radius correlations were taken from [242] and [243],
respectively. The surface area of the metal droplets was calculated by determining
the average size of a single droplet, which was employed as a fitting parameter.

2. Reactions between the side-blown gas and the metal bath were assumed to occur on
the interface of the rising gas bubbles and the surrounding molten steel. The average
bubble size was taken from [85].
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The decarburisation rate was defined separately for high and low carbon regions:

d[%C]
dt

=





−
100MC

mbath

2
(
η1V̇G,tuyère +(η2−ηCO)V̇G,lance

)

22400
x[C] if [%C]> [%C]crit

−AL–G

mbath
ρLβ[C] ([%C]− [%C]L–G)

︸ ︷︷ ︸
side-blowing

− AL–S

mbath
ρLβ[C] ([%C]− [%C]L–S)

︸ ︷︷ ︸
top-blowing

if [%C]≤ [%C]crit

,

(80)
where η1 is the total utilisation ratio of side-blown oxygen, η2 is the total utilisation

of top-blown oxygen, ηCO is the post-combustion ratio for top-blown oxygen, V̇G,tuyère

is the side-blowing rate, V̇G,lance is the top-blowing rate, AL–G is the surface area of the
molten metal – gas bubble interface, β[C] is the mass transfer coefficient of carbon, [%C]
is the mass percent of carbon in the metal bath, [%C]L–G is the mass percent of carbon at
the molten metal – gas bubble interface, AL–S the surface area of the molten metal – slag
interface, and [%C]L–S is the mass percent of carbon at the molten metal – slag interface.
At both interfaces, the mass transfer coefficient of carbon was calculated according to
the equation proposed by Baird and Davidson [244]:

β[C] = 0.8r−
1/4

b D
1/2
[C]g

1/4 , (81)

where rb is the equivalent radius of the gas bubble, D[C] is the mass diffusivity of
carbon, and g is the standard acceleration due to gravity. In 2011, Wei et al. [245]
modified the model with an improved heat analysis and revalidated it with 28 heats. One
of the main drawbacks of the model is the necessity to pre-define the oxygen utilisation
ratios based on plant data.

Chen and co-authors (2006/2007)

Chen et al. [246] modified the model proposed by Wei and Zhu [49, 239] by adding a
description for reactions during top-blowing. It was assumed that all the oxidation-
reduction reactions took place simultaneously and reached a combined equilibrium
at the liquid–gas interface during side-blowing and in the impingement zone during
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top-blowing. The distribution of oxygen to the species in the metal bath was calculated
based on the Gibbs free energies of the considered reactions. Moreover, it was assumed
that the unabsorbed oxygen escaped the bath and formed CO2 with the CO in the exhaust
gas. The decarburisation rate was calculated according to [246]:

d[%C]
dt

=





−200MCV̇O2η
22.4mbath

λ[C],tuyère
︸ ︷︷ ︸

side-blowing

− MC

2mbath
ṅ[O]λ[C],lance

︸ ︷︷ ︸
top-blowing

if [%C]> [%C]crit

−1
2

(
s1,tuyère +

√
s2

1,tuyère + s2,tuyère

)

︸ ︷︷ ︸
side-blowing

−
(

s1,lance +
√

s2
1,lance + s2,lance

)

︸ ︷︷ ︸
top-blowing

if [%C]≤ [%C]crit

, (82)

where λ[C],tuyère and λ[C],lance are the distribution ratios of oxygen to carbon at the
gas–metal interface during side-blowing and in the impingement zone, respectively, η is
the oxygen utilisation ratio, and ṅ[O] is the molar transfer rate of oxygen into metal bath.
The rate parameters s1 and s2 were defined according to Eqs. 83 and 84, respectively.

s1 =−
100MC

mbath

V̇O2 (1−η)+V̇inert

22400

+
AρLβ[C]

mbath


[%C]− pG

f[C]

(
a2
[Cr]

a(Cr2O3)KCr–C

)1/3

 , (83)

s2 = 4
AρLβ[C]

mbath
[%C]

100MC

mbath

V̇O2 (1−η)+V̇inert

22400
, (84)

where V̇inert is the volumetric flow rate of inert gases, A is the reaction area, KCr-C

is the equilibrium constant,13 and pG is the total pressure of gas in a bubble. During
the reduction stage, the reduction rate of oxide i by species j in the metal bath was
calculated as:
13Corresponding to reaction 3[C]+ (Cr2O3)
 3{CO}+2[Cr].
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d(%i)
dt

=− MiAρL

100mslag
∑

j

[
zMOz, j β j

M j

(
[% j]− [% j] j−i,eq

)
Ri, j

]
, (85)

where Ri, j is the ratio of species i to be reduced by species j. The model proposed
by Chen et al. [246] also featured a description for absorption and removal of nitrogen;
a detailed description of this model is found in [247]. Two possible limiting steps for
nitrogen absorption were accounted for: mass transfer of nitrogen in the boundary layer
and the chemical reaction at the reaction interface [246]. At equilibrium, the reaction
rates of both mechanisms were considered to be equal and the total absorption rate was
obtained from Eq. 86 [246].

(
d[%N]

dt

)

absorption
=−

1
(

1

β[N]
+

1

k[N],dis

)
(

A
Vbath

)
([%N]− [%N]e) , (86)

where β[N] is the mass transfer coefficient of nitrogen in the boundary layer, k[N],dis

is the velocity constant of the nitrogen dissolution reaction, and Vbath is the volume
of the metal bath. As with the absorption of nitrogen, the mass transfer of nitrogen
in liquid metal and the chemical reaction rate at the interface were considered as two
limiting steps for the nitrogen removal rate [246]:

(
d[%N]

dt

)

removal
=−β[N]

(
A

Vbath

)

·
[
[%N]+

1
2k[N],dis

(
β[N]−

√
β 2

[N] +4k[N],dis (β[N][%N]+ k[N],dis[%N]2e)
)]

. (87)

The description for the velocity constant of the nitrogen dissolution reaction was
taken from Ban-Ya et al. [248]:

k[N],dis =
9

1+300a[O]+130a[S]
, (88)

where a[O] and a[S] are the activities of dissolved oxygen and dissolved sulphur,
respectively.

Järvinen and co-authors (2009)

Järvinen et al. [249] proposed a bubble model for a single gas bubble in the metal bath.
The model considered the oxidation reactions of Fe, C, Cr, Mn, and Si as well as the
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dissolution reaction of O2. The system of conservation equations was solved using a
control volume method by dividing the gas bubble and surrounding metal bath into
small cells in a radial direction. The conservation equations for mass, species, and
energy were expressed according to Eqs. 89, 90, and 91, respectively.

∂ρ
∂ t︸︷︷︸

temporal
change

=− 1
r2

∂
∂ r

(
uρr2)
︸ ︷︷ ︸
advection

, (89)

∂yi

∂ t︸︷︷︸
temporal
change

=− 1
r2

∂
∂ r


 ur2yi
︸︷︷︸

advection

−Dir2 ∂yi

∂ r︸ ︷︷ ︸
diffusion


 , (90)

ρcp
∂T
∂ t︸ ︷︷ ︸

temporal
change

=− 1
r2

∂
∂ r


 uρr2h
︸ ︷︷ ︸

advection

− λ r2 ∂T
∂ r︸ ︷︷ ︸

conduction


 , (91)

where u is the mass-averaged velocity and h is the specific enthalpy. The model
employed a law of mass action based method for the treatment of parallel mass transfer
controlled reactions. The activity coefficients of the liquid species were calculated using
the Wagner formalism and the variation of the gas pressure was taken into account by
summing the ferrostatic pressure and surface tension force, while ignoring inertial and
viscous forces.

The results of the study illustrated the transient and local chemical rate phenomena
both inside and outside the gas bubble during decarburisation. The model captures the
effect of the oxygen content of the gas bubble on the selectivity of oxygen. Furthermore,
the model automatically accounts for the variations in the thickness and composition of
the gas- and liquid-side diffusion boundary layers.

Wang and co-authors (2010)

Wang et al. [250] proposed a model for reactions between gas bubbles and the metal
bath. The model was applied for an experimental setup, in which oxygen was injected
through a submerged lance into liquid metal containing C and Cr [250, 251]. The molar
rate of the mass transfer (mol/s) of species i in phase ψ was formulated according to
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ṅi =
βiρψ A
100Mi

([%i]− [%i]∗) = βiA(ci− c∗i ) , (92)

where A is the reaction area. The mass transfer coefficients for C and Cr in liquid
metal were calculated according to the Ranz-Marschall correlation [252, 253]. The
same correlation was assumed to be valid also for the gas species. It should be noted
that because the Ranz-Marschall correlation is applicable for viscous mass transfer
around rigid spheres, it is likely to underestimate the mass transfer rate.

Järvinen and co-authors (2011)

Based on the experiences with the earlier-proposed bubble model [249], Järvinen et al.

[44] proposed a new model for reactions during side-blowing. In comparison to other
models proposed in the literature, their model provides a more detailed description of
the local chemical rate phenomena during side-blowing. In particular, it accounts for the
vertical variation of properties.

All the reactions during side-blowing were assumed to take place in the gas plume,
which was modelled as a three-phase plug flow reactor (PFR). The PFR was divided
into a predefined number of computational cells in the vertical direction. Here, the
considered reactions included the oxidation of Fe, C, Cr, Mn, and Si as well as the
dissolution of O2. After leaving the gas plume, the three phases separate so that the gas
phase exits the system, the metal phase returns to the metal bath, and the slag phase is
deposited in the top slag. The metal bath was represented by a continuous stirred tank

reactor (CSTR), in which the steel composition and temperature are homogenised at
every time step.

In the PFR, gas, metal, and slag phases rise from lowest to highest cell. In each cell,
the gas, metal, and slag species establish a joint equilibrium at the surface of the rising
gas bubbles. The main properties, including the compositions and temperatures as well
as thermodynamic and transport properties, were determined locally in each cell. Owing
to vertical discretisation, the effect of varying ferrostatic pressure is also accounted for.
The conservation of species i in the gas plume was expressed according to

dmi

dt
=
∫ h

z=0
Si(z)Sa(z) dV

︸ ︷︷ ︸
analytic form

≈∑
ω

Si,ω Sa,ωVω

︸ ︷︷ ︸
discretised form

, (93)

where Si,ω , Sa,ω , and Vω denote the source term of species i, the specific reaction
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area, and the volume in cell ω , respectively. The conservation of species i in cell ω was
determined according to

m′′i,ω︸︷︷︸
mass flux

+ Si,ω︸︷︷︸
reactions

= 0 , (94)

where m′′i,ω is the mass flux of species i in cell ω , which was determined according to

m′′i,ω = ∑
ψ

Γi,ψ


m′′ψ,ω

yi,ω

yψ,ω︸ ︷︷ ︸
bulk motion

+βψ,ω ρψ,ω
(yi,ω − y∗i,ω)

yψ,ω︸ ︷︷ ︸
mass transport


 , (95)

where ψ denotes the phase, and m′′, y, β , ρ , and y∗ are the net mass flux, mass
fraction, mass transfer coefficient, density, and interfacial mass fraction, respectively.
Γi,ψ is a binary operator, which is 1 if species i is present in phase ψ and otherwise zero.
The source terms of species in cell ω were determined according to

Si,ω =
r

∑
k=1

R′′k,ω ν i,k , (96)

where R′′ is the reaction rate and ν i,k is the mass-based stoichiometric coefficient.
The reaction rate fluxes were determined according to the law of mass action based
method described in Chapter 5 (p. 133). The numerical solution is obtained with a
Newton-like method, in which derivatives are determined only with respect to the free
variables themselves. The activity coefficients of species in the metal and slag phases
were calculated employing the unified interaction parameter (UIP) formalism [254] and
the activity model presented by Wei and Zhu [49], respectively. The adsorption and
desorption of nitrogen were taken into account by employing a sub-model proposed by
Riipi et al. [138].

In later work, the model was employed for studying conditions in the gas plume
by Järvinen et al. [255] and Visuri et al. [256]. Their results suggest that most of the
oxidising reactions near the tuyères, where the partial pressure of oxygen is the highest
[255, 256]. Similarly, the removal rate of nitrogen was found to be higher deeper in the
metal bath [255]. The temperature drop induced by additions of slag formers and scrap
was found to reduce the rate of decarburisation [256]. Subsequently, the model has been
improved with detailed descriptions for physical properties.
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Patra and co-authors (2017)

Patra et al. [135] proposed a mathematical model for predicting of the nitrogen content
in the AOD process. The description of the main oxidation and reduction reactions was
adopted from Wei and Zhu [49]. A kinetic sub-model was derived for predicting the
nitrogen content of the metal bath. The solubility of nitrogen in Fe–Cr and Fe–Cr–Mn
alloys was calculated based on the WLE formalism, while a regression equation proposed
by Riipi et al. [138] was employed for calculating the equilibrium nitrogen content in
Fe–Cr–Ni alloys. Likewise, the kinetic description for the absorption and desorption
rate of nitrogen was adopted from Riipi et al. [138]. Similarly to Riipi et al. [138], the
effective surface area for nitrogen absorption and desorption were calculated according
to Eqs. 64 and 65, respectively (see p. 73).

Certain criticisms arise from the modelling assumptions related to the use of Eqs. 64
and 65. Firstly, Patra et al. [135] did not take into account that that Eqs. 64 and 65 are
simple regression equations, which are strictly applicable only for the data of Riipi et al.

[138]. Secondly, the value of the total surface area A was taken from CFD calculations
specific to a 150 t AOD vessel [212], although Patra et al. [135] studied a much smaller
vessel with a nominal capacity of 50 t.

3.1.6 Machine learning models

Machine learning models employ learning algorithms for solution of an optimisation
problem. The algorithm can be based, for example, on biological neural networks
(artificial neural networks) or natural selection (generic algorithms) [257]. Unlike
statistical models, machine learning models do not rely on rules-based programming.

Deo and Srivastava (2003)

Deo and Srivastava [258] developed a control model for the low-carbon regime of
the decarburisation stage in the AOD process. The reaction model was based on two
main assumptions: 1) the decarburisation rate is controlled by the Cr3O4 present in the
top slag, and 2) all the oxygen left after the decarburisation reaction is consumed by
chromium. Fitting parameters α , β , and κ were incorporated in the expressions for the
decarburisation rate, chromium oxidation rate, and cooling rate, respectively. As a novel
feature, the parameters α , β , and κ were optimised for plant data by a genetic algorithm.
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The main assumptions of the employed optimisation routine can be summarised as
follows:

– The objective function for the genetic algorithm was written so that carbon, chromium,
and temperature terms have approximately equal weighting.

– A Roulette wheel method for probabilistic generation was used as a selection
procedure.

– The structures were treated as rings, choosing two crossover points and exchanging
the section between these points.

– The initial population was taken as 100 and the gene length was 30.

Deo and Kumar (2013)

Deo and Kumar [259] compared three separate approaches to create a dynamic control
model of the AOD process. The employed models were as follows:

1. a linear regression model, which was derived by statistical analysis of the plant data.
The input variables were selected through backward elimination,

2. an artificial neural network (ANN) model, which was created by selection of
appropriate input variables through training exercises, pre-processing of the data in
order to assess the extent of coverage of training data and designing the optimal
neural network architecture through training and learning exercises, and

3. a dynamic model, which was based on the main assumption that all blown oxygen
oxidises dissolved C, Cr, Si, and Mn simultaneously and that the rate of decarburisa-
tion is controlled by the mass transfer of carbon in the metal bath. The mass transfer
rate of carbon was related to the combined inert gas flow rate and CO production by
two kinetic parameters, which were determined with a genetic algorithm so that
the resulting prediction error was minimised. Moreover, it was assumed that the
composition and temperature of the metal bath are uniform at every instant and that
all the Si is oxidised during the first decarburisation period.

3.2 Summary and statistical comparison

A summary of the studies on the modelling of reactions in the AOD process is presented
in Table 10 (p. 86–87). It can be seen that the principal subject of interest in the early as
well as later modelling studies has been the decarburisation stage.
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The main reaction product of the decarburisation reaction is carbon monoxide, which
may react further to carbon dioxide. However, injected oxygen does not react only with
carbon, but also with other dissolved elements, particularly chromium. Therefore, it
is necessary to consider multiple reactions in order to achieve a sufficient accuracy
in predicting the changes in the carbon content. For this aim, virtually all of the
proposed models have relied on established thermodynamic principles for determining
the driving force. As the observed reactions are controlled mainly by mass transport, the
understanding of the related transport phenomena and physical properties is of great
importance [9]. This is reflected as a general trend towards more complex models,
which are based on the actual physico-chemical phenomena taking place in the vessel. A
similar trend towards more detailed models has been reported by Ma et al. [260].
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A statistical analysis of the model predictions was conducted in order to provide a
comparison of the models. The employed statistical indicators consist of a correlation
coefficient (R2), root-mean-square error (RMSE), and mean absolute error (MAE),
which were calculated according to Eqs. 97, 98, and 99, respectively [265]. It should
be noted that the expression given in Eq. 97 defines R2 as the square of the Pearson
product-moment correlation coefficient.

R2 =




n
∑

i=1
( fi− f )(yi− y)

√
n
∑

i=1
( fi− f )2(yi− y)2




2

, (97)

RMSE =

√
1
n

n

∑
i=1

(yi− fi)2 , (98)

MAE =
1
n

n

∑
i=1
|yi− fi| , (99)

where fi is the predicted variable, f is the mean of the predicted variables, yi is the
measured variable, and y is the mean of the measured variables.

The model proposed by Fruehan [143] was validated with metal samples from the
manufacturing of 409 grade stainless steel. Considering the simplicity of the model,
the predictions agreed well with the measured values. As for Deb Roy et al. [227],
the decarburisation data included an initial sample, two intermediary samples and a
final sample for each heat. As seen from Table 11, the predicted carbon contents are in
reasonably good agreement with the measured values. The absolute error in predicted
carbon contents decreases as the carbon content decreases, while the opposite is true
for the relative error. The absolute errors in the predicted chromium content and bath
temperature are virtually independent from the carbon content. The model by Semin et

al. [207] was validated using five heats from the experimental data published by Deb
Roy et al. [227]. As seen from Table 11, the statistical agreement is comparable to that
of the model proposed by Deb Roy et al. [227].

The model by Vercruyssen et al. [37] was validated against measurement data
from a 100 t MRP converter. The oxygen was injected via a top lance at a rate of 1.6
Nm3/(min·t), while inert gas (nitrogen or argon) was injected via porous plugs at a rate
of 0.03 Nm3/(min·t). The mass transfer coefficients and interfacial areas were defined as
follows: βL = 1.5 · 10−4 m/s, βS = 1 · 10−4 m/s, βG = 0.1 m/s, AL–S = 200 m2, AL–G =
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100 m2, and AS–G = 100 m2. The predictions were in very good agreement with the
measured metal bath composition and temperature.

The model proposed by Sjöberg [209] was validated with production data from
a 58 t converter. Table 11 shows the calculated statistical indicators for the model
predictions. The extension for desulphurisation proposed by Görnerup and Sjöberg
[159] was validated with ten heats. The MAE of the predicted sulphur content was
approximately 6 ppm, which represents a satisfactory degree of accuracy.

The model by Wei and Zhu [239] was validated with production data from an 18 t
AOD vessel. As seen in Table 11, the predicted carbon contents and bath temperatures
are in excellent agreement with the measured values. The improved model, which
featured a description for top-blowing, was validated with the design specifications of a
120 t AOD converter [144, 241]. The further improved model by Wei et al. [245] was
validated with 28 heats, for which steel samples were taken after the decarburisation
stage and after the reduction stage. The predicted carbon content and bath temperature
are in excellent agreement with the measured values and in this regard the model is
more accurate than most reaction models proposed for the AOD process. The predicted
chromium content exhibits more variation.

The model proposed by Kleimt et al. [230–232] was validated with samples from
the medium-to-high ([%C] ≥ 0.1 wt-%) and low carbon regions ([%C] < 0.1 wt-%).
Based on validation with industrial heats, it was reported that the standard deviation of
error in the predicted end carbon content was 0.011 wt-% when [%C] < 0.1 and 0.135
wt-% when [%C] > 0.1 wt-%. The standard deviation of error in the predicted bath
temperature was 16.5 K.

The model proposed by Järvinen et al. [44] was validated by Pisilä et al. [45]
with industrial data from two AOD converters with nominal capacities of 95 and 150
tonnes, respectively. The validation data considers the last side-blowing decarburisation
step, in which the initial carbon content is typically in the order of 0.1–0.2 wt-%. The
agreement of the model predictions with the measured values of carbon and chromium
was reasonably good (see Table 11). However, the predicted carbon contents were
consistently above the measured values, while the predicted chromium contents were
higher than the measured values. In some experiments, a period of argon-blowing was
conducted prior to the studied decarburisation stage and it was found that the top slag
can oxidise carbon in the metal bath. Therefore, it is likely that part of the deviation can
be attributed to the fact that reactions between the top slag and metal bath were not
considered by the model.
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A comparison of the statistical indicators for the three models studied by Deo and
Kumar [259] are shown in Table 11. In the first decarburisation stage, the R2 and the
RMSE were the largest for the ANN model and the lowest for the dynamic model.
Except for temperature, the best overall accuracy in the second decarburisation stage was
obtained with the dynamic model, although the results of all the models are relatively
good. In the third decarburisation stage, the highest R2 and RMSE values were obtained
with the linear regression and ANN models.

The model proposed by Patra et al. [135] was validated with production data
obtained from a 50 t AOD converter equipped with a top lance and five tuyères. The
employed data covers steel grades 304L, 204Cu, and 18Cr–18Mn–0.5N; the measured
final nitrogen contents of these grades were approximately 440–550 ppm, 1600–1900
ppm, and 5000–5800 ppm, respectively. As can be seen in Table 11, the agreement
between the predicted and measured nitrogen contents was better in the case of steel
grades 304L and 204Cu than in the case of 18Cr–18Mn–0.5N.
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Table 11. Statistical indicators for the predictions.

Range of studied variables Statistical indicators
Stage Variable Start End Unit n R2 RMSE MAE
Fruehan [143]
D [C] 0.8 – 1.2 0.07 – 0.6 wt-% 56 0.89 0.042 0.031

Deb Roy et al. [227]

D
[C] 0.8 – 1.2 0.2 – 0.5 wt-% 6 0.63 0.089 0.076
[Cr] 16.7 – 17.8 16.1 – 17.5 wt-% 6 0.74 0.27 0.25
T 1708 – 1778 1913 – 1963 wt-% 6 0.64 12.4 11.2

D
[C] 0.2 – 0.5 0.1 – 0.2 wt-% 6 0.22 0.028 0.024
[Cr] 16.1 – 17.5 15.9 – 17.2 wt-% 6 0.83 0.30 0.23
T 1913 – 1963 1975 – 2003 wt-% 6 0.01 23.0 16.3

D
[C] 0.1 – 0.2 0.03 – 0.05 K 6 0.06 0.020 0.016
[Cr] 15.9 – 17.2 15.5 – 17.1 K 6 0.57 0.35 0.23
T 1975 – 2003 1998 – 2023 K 6 0.11 17.9 13.3

Semin et al. [207]

D
[C] 0.8 – 1.2 0.2 – 0.5 wt-% 5 0.51 0.078 0.056
[Cr] 16.7 – 17.8 16.1 – 17.4 wt-% 5 0.80 0.37 0.31
T 1708 – 1778 1913 – 1963 K 5 0.90 11.5 10.6

D
[C] 0.2 – 0.5 0.1 – 0.2 wt-% 5 0.27 0.032 0.028
[Cr] 16.1 – 17.4 15.9 – 17.1 wt-% 5 0.65 0.26 0.20
T 1913 – 1963 1975 – 2003 K 5 0.10 19.8 16.4

D
[C] 0.1 – 0.2 0.03 – 0.05 wt-% 5 0.31 0.022 0.019
[Cr] 15.9 – 17.1 15.5 – 16.6 wt-% 5 0.78 0.21 0.19
T 1975 – 2003 1998 – 2013 K 5 0.38 32.5 31.2

Vercruyssen et al. [37]

D

[C] 1.8 0.24 wt-% 1 – 0.004 0.004
[Cr] 18.7 16.6 wt-% 1 – 0.03 0.03
[Si] 0.3 0.05 wt-% 1 – 0.03 0.03
T 1786 2012 K 1 – 1.4 1.4

R

[C] 0.24 0.22 wt-% 1 – 0.008 0.008
[Cr] 16.6 17.8 wt-% 1 – 0.01 0.01
[Si] 0.05 0.05 wt-% 1 – 0.02 0.02
T 2012 1950 K 1 – 2.9 2.9

Sjöberg [209]
D+R [C] – 0.01 – 0.4 wt-% 37 0.94 0.025 0.021
Notes: D = decarburisation; R = reduction.
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Table 11. (Continued)

Range of studied variables Statistical indicators
Stage Variable Start End Unit n R2 RMSE MAE
Görnerup and Sjöberg [159]
R [S] – 5 – 43 ppm 10 0.78 6.8 5.6

Wei and Zhu [239]

D
[C] – 0.1 – 0.2 wt-% 32 0.99 0.004 0.003
T – 1945 – 2046 K 32 0.95 8.2 6.8

D
[C] 0.1 – 0.2 0.03 – 0.06 wt-% 32 1.00 0.001 0.001
T 1945 – 2046 2013 – 2067 K 32 0.97 3.8 2.6

Kleimt et al. [230]

D [C]
– 0.1 – 0.5 wt-% 26 0.38 0.137 0.119
– 0.005 – 0.08 wt-% 24 0.99 0.011 0.009

Kärnä et al. [212]
D+R [N] 380 290 ppm 1 – 27 27

Wei et al. [245]

D
[C] – 0.04 – 0.2 wt-% 28 1.00 0.003 0.002
[Cr] – 14.6 – 17.9 wt-% 28 0.94 0.19 0.12
T – 1927 – 2056 K 28 0.98 5.5 3.0

D+R
[C] 0.04 – 0.2 0.03 – 0.06 wt-% 28 1.00 0.000 0.000
[Cr] 14.6 – 17.9 15.93 – 20.0 wt-% 28 0.60 0.44 0.17
T 1927 – 2056 1974 – 2062 K 28 0.97 3.9 2.5

Pisilä et al. [45]

D
[C] 0.1 – 0.2 0.004 – 0.04 wt-% 6 0.83 0.014 0.013
[Cr] 10.9 – 20.5 9.6 – 18.9 wt-% 6 1.00 0.31 0.25

Deo and Kumar [259], Linear regression model

D

[C] 2.2 0.4 wt-% – 0.53 0.42 –
[Cr] – – wt-% – 0.36 0.048 –
[Mn] – – wt-% – 0.57 0.22 –
T – – K – 0.30 17.0 –

D

[C] 0.3 – 0.4 0.11 – 0.15 wt-% – 0.58 0.037 –
[Cr] – – wt-% – 0.77 0.38 –
[Mn] – – wt-% – 0.72 0.18 –
T – – K – 0.44 15.4 –

Notes: D = decarburisation; R = reduction.
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Table 11. (Continued)

Range of studied variables Statistical indicators
Stage(s) Variable Start End Unit n R2 RMSE MAE
Deo and Kumar [259], Linear regression model (continued)

D

[C] 0.10 – 0.15 0.07 – 0.09 wt-% – 0.52 0.018 –
[Cr] – – wt-% – 0.92 0.25 –
[Mn] – – wt-% – 0.49 0.14 –
T – – K – 0.35 17.2 –

Deo and Kumar [259], Dynamic model

D

[C] 2.2 0.4 wt-% – 0.158 0.151 –
[Cr] – – wt-% – 0.03 1.67 –
[Mn] – – wt-% – 0.00 0.77 –
T – – K – 0.10 48.5 –

D

[C] 0.3 – 0.4 0.11 – 0.15 wt-% – 0.366 0.028 –
[Cr] – – wt-% – 0.72 0.40 –
[Mn] – – wt-% – 0.66 0.19 –
T – – K – 0.05 26.1 –

D

[C] 0.10 – 0.15 0.07 – 0.09 wt-% – 0.012 0.021 –
[Cr] – – wt-% – 0.70 0.38 –
[Mn] – – wt-% – 0.29 0.26 –
T – – K – 0.00 22.3 –

Deo and Kumar [259], Artificial neural network model

D

[C] 2.2 0.4 wt-% – 0.38 0.047 –
[Cr] – – wt-% – 0.53 0.34 –
[Mn] – – wt-% – 0.44 0.24 –
T – – K – 0.54 11.6 –

D

[C] 0.3 – 0.4 0.11 – 0.15 wt-% – 0.37 0.025 –
[Cr] – – wt-% – 0.53 0.40 –
[Mn] – – wt-% – 0.11 0.22 –
T – – K – 0.35 11.5 –

D

[C] 0.10 – 0.15 0.07 – 0.09 wt-% – 0.43 0.010 –
[Cr] – – wt-% – 0.63 0.36 –
[Mn] – – wt-% – 0.30 0.17 –
T – – K – 0.40 14.5 –

Patra et al. [135]

D+R [N]
≈ 500 440 – 548 ppm 10 0.55 19 17
≈ 300 1625 – 1930 ppm 12 0.92 29 26
≈ 300 4951 – 5821 ppm 3 0.92 417 213

Notes: D = decarburisation; R = reduction.
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4 Review of the treatment of chemical kinetics

In metallurgical processes, reactions such as decarburisation, dephosphorisation, desul-
phurisation, or nitrogen removal are operated typically far away from their equilibrium
[266]. Chemical rate phenomena denotes the study of factors, which influence the rates
of chemical reactions. The description of the complex chemical rate phenomena is
enabled by the knowledge of the individual phenomena, whose theoretical description
can be divided into theory of chemical equilibria and theory of transport phenomena
[267].

Chemical rate phenomena are induced by the existence of a driving force, which
seeks to remove potential energy gradients from the system [116, 268]. A distinction
can be made between velocity, temperature, and chemical potential gradients [116, 268];
the last category includes concentration gradients, pressure gradients, and external force
differences [268]. An equilibrium state is reached when the driving forces vanish. For
chemical rate phenomena, the equilibrium of primary interest is the equilibrium of
chemical potentials, i.e. the chemical equilibrium.

The velocity at which the system moves towards to its equilibrium state is described
by kinetics [1]. A further distinction is made between macrokinetics and microkinetics

[1, 269, 270]. In the metallurgical context, the term macrokinetics is used to denote
the overall kinetics of the observed system [1, 269]. In the case of heterogeneous
reactions, microkinetics refers to the rate phenomena, which take place in the velocity,
temperature, and concentration boundary layers between phases [1]. In dispersion
systems microkinetics describes the kinetics of a single particle, droplet, or bubble
[1, 269, 270]. Fig. 13 represents a synthesis of the framework of chemical rate
phenomena based on the division between kinetic factors and driving forces.
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4.1 Macrokinetics

Arguably the most important macrokinetic factor is the system type, i.e. the division
into non-dispersed and dispersed systems [1]. In both cases, a distinction can be made
between permanent and transitory phase contacts [1, 270–273]. Reactions between
liquid metal and slag phases take place through a permanent phase contact [1, 270, 272].
On the other hand, gas injection constitutes an example of a transitory phase contact
[1, 270, 272]. Transitory phase contact enables a high extraction efficiency, because the
extractive phase is completely emulsified and its initial composition is constant [1].

4.1.1 Bath mixing

In reaction modelling, the inhomogeneity of the metal bath can often be ignored provided
that large-scale mixing is far more efficient than small-scale mixing [1]. The validity of
this assumption is discussed in the following. Assuming first-order kinetics, the average
time constant of mixing can be expressed as follows:

kmix =−
1

tmix
lnΦmix =−

1
tmix

ln(1−Fmix) , (100)

where Φmix is the dimensionless gradient, tmix is the average mixing time, and Fmix

is the fractional equilibrium. The dimensionless gradient Φmix can defined as follows:

Φmix = 1−Fmix =
x− x∗

x0− x∗
, (101)

where x denotes the measured variable. Depending on the method employed, the
measured variable can be, for example, electrical conductivity, light absorption, or pH.
The mixing time is can be defined in several ways. In some studies, it is defined as
the time required for the measured value to change from x = x0 to x = x∗± (1−ξ )x∗,
where x∗ is the equilibrium value of x, and ξ denotes the mixing time criterion. In other
studies, Fmix is employed as the criterion, and the mixing time is defined as the time
required for the measured value to change from x = x0 to x = (1−Fmix)(x0− x∗)+ x∗.
The relation of these criteria is exemplified by Eq. 102.
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Fmix =





1−
(1−ξ )x∗

x0− x∗
if x0 > x∗

1+
(1−ξ )x∗

x0− x∗
if x0 < x∗

. (102)

The AOD process is characterised by efficient mixing due to high gas injection rates
[58, 85, 94, 99, 102, 103, 274]. On the basis of physical modelling studies, it has been
established that the mixing time is shorter with a smaller diameter of the vessel [94], a
higher gas flow rate through the tuyères [58, 82, 85, 99, 102, 103, 274, 275], a lower gas
flow rate through a top lance [58, 85, 102, 275], and a lower amount of top slag [102].
The mixing time is affected also by the height-to-fill ratio [99] and angle of the tuyères
[58, 85, 274, 275]; the optimal tuyère angle appears to depend on the number of tuyères
[58, 275].

Table 12 shows a compilation of mixing times reported on the basis of physical
modelling studies of the AOD vessel. The tabulated studies cover a broad range of
different modelling setups for simple side-blowing and combined-blowing with and
without a top phase. As the variations between different studies as well as within studies
are relatively large, the results must be interpreted carefully.

Table 12. Mixing times in physical modelling studies of the AOD process.

Model Measured Criterion Gas tmix kmix

Reference scale property [%] injection [s] [1/min]
Wei et al. [85] 1:3 EC 95 Side 10 – 21 9 – 19

Wei et al. [275] 1:4 EC 95
Side 29 – 50 4 – 6
Side + top 43 – 61 3 – 4

Ternstedt et al. [94] – EC 95 Side 7 – 23 8 – 25

Wei et al. [58] 1:4 EC 95
Side 18 – 50 4 – 10
Side + top 18 – 61 3 – 10

Odenthal et al. [62] 1:4 LA 95 Side 37 – 54 3 – 5
Wuppermann et al. [99] 1:4 LA 95 Side 33 – 44 4 – 5
Zhou et al. [276] 1:6 EC 97.5 Side 60 4
Visuri et al. [103] 1:9 pH 97.5 Side 7 – 26 9 – 33

Haas et al. [102] 1:9 pH 97.5
Side 11 – 17 13 – 19
Side + top 12 – 40 6 – 18

Notes: EC = electrical conductivity; LA = light absorption; kmix is calculated by setting Fmix as
equal to the mixing time criterion.

The analysis of the time constants of mixing is complicated by the varying criteria
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for the mixing time. In some cases, the calculation of kmix would require the knowledge
of the absolute values of the measured variables. However, from Eq. 102 it can be seen
that Fmix ≥ ξ if x0 6= x∗. Therefore, setting Fmix = ξ yields the smallest possible value
for the average time constant of mixing. The results of this calculation are shown in
Table 12. It can be seen that the calculated average time constants of mixing varied
from 3 to 33 1/min. These values are one to two decades higher than the reported time
constants of decarburisation for the AOD process. Reichel and Szekely [26] suggested
an overall time constant of ktot ≈ 0.15 1/min for a combined-blowing vessel. Reichel
and Rose [277] reported that ktot varies from 0.11 to 0.14 1/min for side-blowing vessels
and from 0.15 to 0.20 1/min for combined-blowing vessels. The values estimated on
the basis of the top-blowing data presented in Article II are of the same magnitude
as those reported in [26, 277].14 In conclusion, it can be stated that the overall rate
of decarburisation in the AOD process appears to be controlled almost entirely by
small-scale mixing under typical operating conditions.

4.1.2 Macrokinetics in non-dispersed systems

In non-dispersed systems with permanent phase contact, the participating phases are
completely separated and mass exchange takes place through their interfacial area. The
mass change of species i in phase ψ is given by the following kinetic expression [220]:

(
dmi

dt

)

non-dispersed
=−βi,totρψ A︸ ︷︷ ︸

mass
transport

(yi− yi,e)︸ ︷︷ ︸
driving
force

, (103)

where βi,tot is the overall mass transfer coefficient, ρψ is the density of phase ψ , A

is the interfacial area, yi is the mass fraction of species i, and yi,e is the equilibrium
mass fraction of species i. It should be noted that Eq. 103 assumes no bulk motion;
this assumption is also known as the stationary medium approach [279]. In the case
of temporary phase contact, the composition variable yi is treated as constant and
equal to the initial content, viz. yi = yi,0 [1]. The overall mass transfer coefficient can

14The time constants of mixing for BOF converters are of the same magnitude as those shown in Table 12. The
numerical results of Odenthal et al. [121] for a 210-ton BOF vessel with pure bottom stirring correspond to a
time constant of kmix ≈ 9–17 1/min. Even in ladle metallurgy, where the gas injection rates are considerably
much smaller, the time constants of mixing are relatively large compared to those of chemical reactions. For
example, the numerical results of Liu et al. [278] for an industrial scale ladle correspond to kmix ≈ 0.6–1.0
1/min.
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be determined with the help of the Lewis-Whitman [233] two film model, which is
essentially an extension of the Nernst boundary layer model [219].

4.1.3 Macrokinetics in dispersed systems

In dispersed systems, the emulsification mechanism determines the volume, surface
area, size distribution,15 and residence time of the dispersed phase [1]. In order to
determine the changes in bath composition, the mass balance needs to be coupled with
the reaction rate in the dispersed phase. Mathematical expressions for the macrokinetic
rate in metallurgical emulsification systems are available in the literature [1, 269, 270].
The mathematical treatment is slightly different if the metal phase is dispersed in an
extracting phase than if the extracting phase is dispersed in the metal phase [1]. In the
case of permanent phase contact, the macrokinetic rate of species i in the dispersed
phase (d) can be expressed as follows [1]:

(
dmi

dt

)

dispersed
=− md

tres︸︷︷︸
macrokinetics

· ηM
︸︷︷︸

microkinetics

· (yi− yi,e)

︸ ︷︷ ︸
driving force

, (104)

where md is the mass of the dispersed phase, tres is the average residence time,
and ηM is the average microkinetic efficiency. It should be that Eq. 104 assumes no
net change in the mass of the dispersed phase. If the phase contact is permanent, the
dispersed phase is completely emulsified and the variable yi is treated as yi = yi,0 [1].
The microkinetic efficiency can be defined as follows [1]:

ηM =
y0− y
y0− y∗

= 1− y− y∗

y0− y∗
= 1− exp

[
−βi,tot

(
A
V

)

d
tres

]
. (105)

In Eq. 105, the average residence time of the dispersed phase (tres) denotes the
maximum contact time available for mass exchange. For the conservation of species i in
the dispersed phase, the following limits are obtained for the relation of expressions for
non-dispersed and dispersed systems:

15A broad variety of particle size distributions relevant to process metallurgy can be described with the
Rosin-Rammler-Sperling distribution function, including metal droplets induced by top-blowing [280, 281],
metal droplets generated by bubble bursting [282], slag droplets generated due to bottom-blowing [236], and
desulphurisation reagent powders [283]. The distribution of gas bubbles in liquid metals has been suggested to
follow a log-normal distribution [284].
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lim
tres→0

(
dmi
dt

)
non-dispersed(

dmi
dt

)
dispersed

=
−βi,totρdAd(yi− yi,e)

− md
tres

{
1− exp

[
−βi,tot

( A
V

)
d tres

]}
(yi− yi,e)

= 1 , (106)

lim
tres→∞

(
dmi
dt

)
non-dispersed(

dmi
dt

)
dispersed

=
−βi,totρdAd(yi− yi,e)

− md
tres

{
1− exp

[
−βi,tot

( A
V

)
d tres

]}
(yi− yi,e)

= ∞ . (107)

As discussed by Oeters [1, 269, 270], the limits shown in Eqs. 106 and 107 can be
interpreted as follows:

1. If the residence time is long, the dispersed phase will be able to react to its equilibrium
composition before returning back to the bulk phase [1, 269]. The microkinetic
efficiency ηM = 1 and the emulsification rate becomes rate controlling [1].

2. If the residence time is short, only a small part of the extraction capacity will be
utilised during the residence time and hence microkinetic efficiency ηM� 1 [1].
The emulsification affects the reaction rates primarily through the increase in mass
exchange area [1, 269].

Similar behaviour is found when the mass transfer rates calculated with the two
approaches are compared. Here, the reaction rate is expressed as relative to the theoretical
maximum rate defined by the conservation of mass:

relative reaction rate [%] = 100 · tres

md

∣∣∣∣
dmi

dt

∣∣∣∣ . (108)

Fig. 14 shows the relative reaction rate as a function of the average microkinetic
efficiency. As expected, the two approaches converge as ηM → 0% and diverge as
ηM→ 100%. The relative error in the reaction rate arising from treating the emulsified
system as a non-emulsified system – labelled here as the surface area approach – is
given by

relative error [%] = 100 ·
[
− ln(1−ηM)

ηM
−1
]
. (109)

The relative error of the surface area approach is less than 10% only up to ηM ≈ 18%.
It should be highlighted that the relation of the approaches is not affected by the mass
transfer rate, interfacial area, or particle size if ηM remains constant.
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Fig 14. Mass transfer rate as a function of average microkinetic efficiency.

A special case and an exception to the mathematical treatment presented above is
constituted by systems in which the reaction product dissolves neither in the dispersed
nor the continuous phase. Consequently, the reaction product accumulates on the surface
of the dispersed phase, forming an additional reaction resistance.16 This effect is in
many ways analogous to the effect of solid shell formation on melting of ferroalloys, q.v.

Section 6.4.1 (p. 180).

4.2 Microkinetics of non-dispersed systems

Several theoretical models are available for description of mass transfer on free surfaces.
The model proposed by Higbie [226] assumes that the reaction interface is renewed
by volume elements, which originate from a semi-infinite bulk media with an initial
concentration of c0 [1, 286, 287]; for this reason, the model is also known as the surface
renewal model. During the contact time at the reaction surface, the concentration of the
volume element c approaches the interfacial concentration c∗ according to Fick’s 2nd
Law in a one-dimensional form [1, 286]:

∂c
∂ t

= D
∂ 2c
∂x2 , (110)

where x represents the position and D is the mass diffusivity. The expression for
16A well-known example is the formation of CaS layer on the surface of CaO particles in hot metal
desulphurisation [269, 285].
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fractional equilibrium is obtained with the help of a Laplace transformation and the
given boundary conditions [1, 226, 268, 286]:

c− c∗

c0− c∗
=−erf

(
x

2
√

Dt

)
. (111)

It can be shown [1, 226, 288] that the correlation for the Sherwood number is then

Sh =
2√
π

Re1/2Sc1/2 . (112)

From Eq. 112 it can be deduced that the Sherwood number is independent from
the viscosity of the continuous phase. In the model proposed by Danckwerts [289],
the surface is renewed by volume elements similar to the Higbie model. However,
the residence time of the fluid elements at the interface is not considered identical,
but independent from the time it had already resided at the interface [287, 289]. The
Danckwerts model can be expressed in terms of Sherwood number according to

Sh = L
√

s
D
, (113)

where L is the characteristic length and s is the surface renewal rate. In the case of
turbulent mass transfer at a free surface, the damping of the fluid velocity is affected by
the surface tension of the fluid. In the Levich model [290], the diffusion boundary layer
thickness is defined by [287]:

δN =

√
Dσequiv

0.41ρu3
τ
, (114)

where uτ is the turbulent shear stress velocity and σequiv is the equivalent interfacial
tension.17 The corresponding correlation for the Sherwood number [287] is given by

Sh = 0.32

√
ρu3

τ
Dσequiv

. (115)

By comparing Eqs. 112 and 115 it can be seen that according to the Levich model
Sh ∝ u3/2

τ , while the surface renewal model suggests that Sh ∝ u1/2.

17The constant 0.41 is known as the von Kármán constant and is considered to be universal [1].
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4.2.1 Liquid metal and gas jet

Mass transfer between gas jets and solid surfaces is relatively well understood [279, 291–
293], but despite extensive efforts [124, 294–304], much less is known about the
mass transfer between an impinging gas jet and a liquid phase, particularly under
the high-temperature conditions of converter processes. Experimental studies have
been conducted with CO2 jets and liquid iron [298], oxygen jets and liquid silver
[299, 302, 303], and air jets and water [296, 297].

The most comprehensive analysis is available from experiments with oxygen jets
and liquid silver. Wakelin and co-authors [294, 295] found that the mass transfer rates
measured from experiments with oxygen jets and liquid silver were in good accordance
with the those predicted using surface renewal theory. Similar results were presented
also by Chatterjee et al. [301]. In their experiments, the mass transfer rate was found
to be higher at lower lance heights and a higher gas jet momentum [301]. In a later
study, Herbertson et al. [303] used an oxygen-diluent jet and liquid silver to study the
interfacial phenomena during top-blowing in the non-splashing regime. It was found that
surface tension driven convection developed spontaneously during desorption, whereas
the interface remained stable during absorption [303].

Lohe et al. [297] studied gas phase mass transfer between an impinging air jet and
water. In their experiments the range of momentum of the gas jet was generally below
the splashing region. A correlation corresponding to their data was proposed by Oeters
[1] and is shown in Eq. 116. It can be seen that the proportionality of Sh and Re varied
from Sh ∝ Re0.51 at a moderate Re range to Sh ∝ Re0.75 at a high Re range.18

Sh =





1.41Re0.51Sc0.33 when 2×103 ≤ Re≤ 3×104

0.41Re0.75Sc0.33 when 3×104 ≤ Re≤ 2×105
. (116)

The direct measurement of the gas phase mass transfer coefficients in an actual
vessel is hindered to a great extent by the harsh conditions, as well as by the difficulty of
isolating the gas phase mass transfer rate from the overall rate. For this reason, only
numerical estimates [124, 304] are available for mass transfer coefficients of oxygen
gas jets under the high temperature conditions of steelmaking. Kärnä et al. [304]
derived a mass transfer correlation based on CFD calculations for top-blowing in the
CAS-OB process. With the gas flow rate and the boundary temperature held constant,
18These proportionalities are keeping with mass correlations for gas jets impinging on solid surfaces [291].
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the dependency of the mass transfer coefficient on the lance height (hlance) was almost
linear. Eq. 117 expresses the proposed correlation in terms of Sh and is applicable for a
boundary temperature of 2000 K (1727 ◦C).

Sh = (−0.213hlance +1.014)
L
D
, (117)

4.2.2 Liquid metal and top slag

In comparison to metal–gas mass transfer, metal–slag mass transfer is affected to
greater extent by viscous forces. Riboud and Olette [305] proposed an experimental
expression for the mass transfer coefficient in the case of metal–slag reactions. The
proposed correlation – expressed here in terms of Sh – relates the mass transfer rate to
the cross-sectional gas flow rate [305]:

Sh =
βdbath

D
=C

(
D

V̇G

Abath

)1/2 dbath

D
, (118)

where β is the mass transfer coefficient, dbath is the diameter of the metal bath, D is
the mass diffusivity, C is a fitting parameter, V̇G is the volumetric gas flow rate, and Abath

is the cross-sectional area of the metal bath. A wide range of plant data concerning
ladle desulphurisation and converter dephosphorisation could be reproduced well by
C = 500 m−0.5 [305].19 As pointed out by Oeters [1], Eq. 118 should be used with
caution, because the emulsification of slag and thereby the surface area available for
mass exchange increase as the gas injection rate increases.

Hirasawa et al. [306] studied the metal-side mass transfer in a slag–metal reaction
system during gas stirring. More specifically, the model studies focussed on the
oxidation of Si in a molten slag–Cu reaction system at 1523 K (1250 ◦C), aqueous
solution–amalgam system at room temperature, and molten salt–molten Pb system at
723 K (450 ◦C). Based on the results obtained in [306], Hirasawa et al. [307] proposed
the following correlations for metal-side mass transfer:

19A roughly similar value of C = 570 m−0.5 was reported for slag–Cu system at 1523 K (1250 ◦C), while
higher values have been reported for aqueous solution–amalgam (C = 790–970 m−0.5) and molten salt–molten
Pb (C = 930 m−0.5) systems at low temperatures [306].
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Sh =
βdc

D
=





C3×
[

PeCα
(

ρLgd2
c

σ

)Cβ
(

hI
dc

)(
hslag
dc

)]1/2

when hI < h∗I

C4×
[

PeCα
(

ρLgd2
c

σ

)Cβ
(

dbRe−1/3

dc

)(
hslag
dc

)]1/2

when hI > h∗I

,

(119)

where dc is the crucible diameter, db is the bubble diameter, hI is the distance
between slag–metal interface and nozzle tip, hslag is the height of the slag layer, h∗I is
the transitional value of hI, while C3, C4, Cα , and Cβ are constants. The studied range
of gas injection rates (V̇G) were divided into three regions. In Region I, where the
proportionality of the mass transfer coefficient to the gas injection rate was expressed
by β ∝ V̇

1/2
G , the model parameters were reported to be C3 = 1, C4 = 6, Cα = 1, and Cβ

= 1. In the case of Region II, the effect of V̇G on β was much smaller than in Region
I, and values of C3 = 100, C4 = 600, Cα = 0.425, and Cβ = 0.654 were reported. The
effect of V̇G on β increases again in Region III, but no correlation was proposed for this
region. Furthermore, Eq. 119 was applied for ladle desulphurisation and the calculated
mass transfer coefficients were found to be in reasonably good accordance with those
calculated with Eq. 118.

Making use of the integral profile method, Oeters and Xie [308] derived the
following correlations for metal–slag mass transfer under conditions of non-zero
interfacial velocity:

Sh =
β rc

D
= 1.15

[
U +

1
2

δN,L

δPr,L
(1−U)

]1/2

Re1/2Sc1/2 (metal phase) , (120)

Sh =
β rc

D
= 0.787U 1/2Re1/2Sc1/3 (slag phase) , (121)

where rc is the crucible radius, U is the dimensionless velocity defined by Eq. 122,
and δN,L

δPr,L
is the ratio of diffusion and thermal boundary layer thicknesses in the liquid

metal defined by Eq. 123.

U =

(
ρL

ρS

)1/2(ρSµL

ρLµS

)1/3 [
(1−U)2 (1−1.5U)

]1/3
. (122)

δN,L

δPr,L
=


2

5
1+1.5U

U + 1
2

δN,L
δPr,L

(1−U)




1/2(
µL

ρLDL

)−1/2

. (123)
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The following limits of Eq. 120 are of interest [308]:

– for a free surface, U = 1 and Eq. 120 reduces to Sh = 1.15 Re1/2Sc1/2, which is in
close agreement with the penetration model defined by Eq. 112.

– for a solid wall, U = 0 and Eq. 120 reduces to Sh = 0.787 Re1/2Sc1/3. The exact
solution of the Navier-Stokes equations and the diffusion boundary layer equations
yield a pre-factor of 0.664 instead of 0.787. In view of the simplifications of the
integral profile method, the agreement is reasonably good.

In [309], the mass transfer coefficients obtained with Eqs. 120 and 121 were found
to be in excellent agreement with experimental results for mass transfer of Mn and Si
between liquid iron and slags. In [310] it was found that in the case of the reduction of
FeO by Si dissolved in liquid Fe, the mass transfer coefficient of Si was approximately
2.5 times the nominal value obtained from Eq. 120 due to interfacial convection.

4.3 Microkinetics of dispersed systems

In dispersed systems, microkinetics denotes the processes which govern mass transport
for individual droplets, bubbles, and particles [1]. Indeed, the AOD process features
several emulsification mechanisms, including the break-up of side-blown gas jets into
bubbles, the detachment of slag droplets due to the shear force of the fluid flow, as well
as generation of metal droplets due to top-blown gas jet and the bursting of ascending
gas bubbles at the surface of the metal bath. The modelling efforts of this work have
focused on the generation of metal droplets during top-blowing and the generation of
slag droplets during the reduction stage.

The main factors affecting the microkinetics are the rate of the surface reaction, the
mass transfer in the dispersed phase (internal mass transfer) and the mass transfer in the
continuous phase (external mass transfer) [1, 257, 288, 311, 312]. As shown Fig. 15,
four limiting cases of the solute concentration profiles can be identified:

Case 1 The interfacial reaction is much slower than the mass transport in the dispersed
and continuous phases. In the AOD process, an example of a reaction of this type
is the removal of nitrogen in the presence of high amounts of surface elements,
such as dissolved oxygen.

Case 2 Mass transfer in the continuous phase is much slower than the interfacial
reaction or mass transfer in the dispersed phase. Most reactions between gas
bubbles and the metal bath are likely to fall into this category. The main factors
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contributing to the efficient mass transfer within the bubbles are the high mass
diffusivity of the gas phase and the internal circulation caused by the forces acting
on the rising gas bubbles. The micro-slag formed as a result of the reactions may
attach to the rising gas bubbles [313] and react with the surrounding metal phase.
It has been suggested [314] that the microslag is then swept to the base of the
bubble so that a fresh metal–gas interface is left on the top surface.

Case 3 Mass transfer in the dispersed phase is much slower than the interfacial reaction
or mass transfer in the continuous phase. An example of this category are reactions
between the metal bath and slag droplets during the reduction stage. The slag
phase has a low diffusivity, and a high viscosity, which hinders the formation of
internal circulation within the droplet.

Case 4 Mass transfer rates in the dispersed and continuous phases are comparable and
much slower than the interfacial reaction. An example of this category are the
reactions between the top slag and metal droplets, which are formed e.g. due to
top-blowing or bubble bursting. The properties of the metal droplets are such that
both internal and external mass transfer control come into question depending on
the size of the droplet: large metal droplets generally exhibit internal circulation,
while small droplets tend to behave similar to rigid spheres [1]. Therefore, both
internal and external mass transfer resistance become relevant if the whole droplet
size distribution is considered.

The overall efficiency of mass transfer can be characterised with the fractional
equilibrium F and the dimensionless concentration gradient Φ [288]:

F =
x0− x
x0− x∗

=
y0− y
y0− y∗

= 1−Φ , (124)

Φ =
x− x∗

x0− x∗
=

y− y∗

y0− y∗
= 1−F . (125)

The microkinetic efficiency is defined by ηM = F = 1−Φ. Employing dimensionless
groups for mass transfer, F can be calculated as follows [288, 315]:

F = 1− exp
(
−3

2
ShFoM

)
, (126)

where Sh is the time-averaged Sherwood number and FoM is the Fourier number for
mass transfer. Typically, the Sherwood number is a function of the Reynolds number
(Re) and the Schmidt number (Sc), while the product ReSc is also known as the Péclet
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Fig 15. Schematic illustration of solute concentration profiles across the interface
between dispersed and continuous phases in different limiting cases. Adapted
from [312].

number for mass transfer (PeM). The definitions of Sh, FoM, Re, Sc, and PeM are given
below for convenience [43, 288]:

Sh =
βdp

D
=

total mass transfer
diffusive mass transfer

, (127)

FoM =
4Dt
d2

p
=

diffusive mass transfer
storage rate

, (128)

Re =
udpρ

µ
=

inertial force
viscous force

, (129)

Sc =
µ

ρD
=

momentum diffusivity
mass diffusivity

, (130)

PeM =
udp

D
=

bulk mass transfer
diffusive mass transfer

= ReSc , (131)

where β is the mass transfer coefficient, dp is the particle diameter, D is the mass
diffusivity, t is the characteristic time, u is the characteristic velocity, ρ is the density,
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and µ is the dynamic viscosity.20

The mass transfer resistances of the dispersed and continuous phases vary greatly
depending on the shape regime of the dispersed phase. For this reason, the general
factors affecting the shape regimes are introduced before a more detailed discussion on
the characteristics of mass transfer in the dispersed and continuous phases. A rough
estimate of the relative mass transfer resistances of the dispersed and continuous phases
can be obtained using the rules shown in Table 13.

Table 13. Limiting cases of mass transfer to spheres. Adapted from [288].

Continuous phase resistance
Dispersed phase resistance Negligible Significant

Negligible
Case 1

Case 3
Short times: L

√
Dd/Dc� 1

Long times: LDd/Dc� Sh

Significant
Case 2

Case 4Short times: L
√

Dd/Dc� 1
Long times: LDd/Dc� Sh

Notes: L = cd/cc = partition coefficient.

4.3.1 Shape regimes of the dispersed phase

The shape regimes of bubbles and droplets rising or falling freely in infinite media can
be described with the Eötvös number (Eo), Morton number (Mo), and Reynolds number
(Re) [288]. The definitions of the Eo and Mo are given below in Eqs. 132 and 133 [288].

Eo =
g∆ρd2

p

σ
=

gravitational force
surface tension force

, (132)

Mo =
gµ4

c ∆ρ
ρ2

c σ3 , (133)

where σ is the interfacial tension and c denotes the continuous phase. In the
following, the shape regimes of metal droplets in slag, slag droplets in metal, and gas
bubbles in metal are studied briefly. The properties of the studied systems are shown
in Table 14. The value of Re was calculated based on terminal velocity. Assuming
20It should be noted that in the aforementioned definitions the characteristic length for calculation of Sh, Re,
and PeM is the particle diameter, i.e. L = dp, while in the case of FoM the characteristic length is the particle
radius, i.e. L = rp =

1
2 dp [288, 316].
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rigid sphere behaviour, the terminal velocities of metal and slag droplets were solved
numerically from force balance using the drag coefficient correlation proposed by Hu
and Kintner [317], while the terminal velocity of gas bubbles was calculated according
to Mendelson [318] (see Appendix 1).

Table 14. Dimensionless representation of dispersions in steelmaking.

Dispersed phase Continuous phase d [mm] Eo log10Mo Re
Metal Slag 1 0.04 –10.4 28
Metal Slag 10 3.9 –10.4 1876
Slag Metal 1 0.04 –12.3 129
Slag Metal 10 3.9 –12.3 6041
Gas Metal 10 4.6 –12.6 4244
Gas Metal 40 73.2 –12.6 25469
Employed physical properties: µL = 0.005 Pa·s; µS = 0.01 Pa·s; ρL = 7000 kg/m3; ρS = 3000
kg/m3; ρG = 0.2 kg/m3; σL–S = 1.0 N/m; σL = 1.5 N/m.

Fig. 16 illustrates the shape regimes presented by Clift et al. [288] along with the
above mentioned metallurgical systems. Although Fig. 16 is not applicable for extreme
density or viscosity ratios, it provides general guidelines for the shapes of bubbles and
droplets. It can be seen that small metal or slag droplets (d = 1 mm) are expected to
behave similarly to rigid spheres. Larger droplets (d = 10 mm) are likely to exhibit
wobbling behaviour similarly to gas bubbles of same size. Fig. 16 suggests that small
gas bubbles (d = 10 mm) should rise as wobbling ellipsoids, while large gas bubbles (d
= 40 mm) should rise as spherical caps. The expected behaviour of gas bubbles is in
keeping with the numerical results of Xu et al. [319, 320] and Wang et al. [321]. As
will be demonstrated later, these conclusions are in reasonably good accordance with
mass transfer rates observed in the aforementioned metallurgical systems.

4.3.2 Mass transfer in the dispersed phase

Table 16 (p. 117) shows a compilation of correlations for mass transfer in the dispersed
phase. The correlations are represented in terms of Sh. The properties of the continuous
and dispersed phases are indicated with subscripts c and d, respectively. Under conditions
of negligible external resistance the value of the Sherwood number is defined by [288]:

Sh =
2

3(1−F)
dF

dFoM
=

2
3Φ

d(1−Φ)

dFoM
. (134)
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Fig 16. Shape regimes for bubbles and droplets in unhindered gravitational mo-
tion through liquids. Modified after [288].

The time-averaged Sherwood number is then obtained from [288, 315]:

Sh =−2ln(1−F)
3FoM

=
2lnΦ
3FoM

. (135)

In a stagnant sphere (Re = 0, PeM = 0) mass transfer takes place solely by molecular
diffusion [1, 288, 322]. The concentration change with respect to time is described by
the Fick’s 2nd law for spherical coordinates [1]:21

∂c
∂ t

= D
[

∂ 2c
∂x2 +

2
x

∂c
∂x

]
, (136)

where x denotes the distance from the midpoint of the sphere. A series expansion for
the solution of the average concentration from Eq. 136 is known as the Newman [323]
solution, which is expressed in terms of Sh in Eq. 141 (Table 16). The steady-state
asymptotic value of the Newman solution is [1, 288, 324]:

lim
FoM→∞

Sh =
2π2

3
≈ 6.58 . (137)

21Here, the mass diffusivity (D) is taken as a constant in space.
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If the dispersed phase is in motion relative to the continuous phase, the external flow
can induce internal circulation or oscillation, which decrease the dispersed mass transfer
resistance considerably [1, 116, 288, 322, 325, 326]. The characteristic time variation of
the Sherwood number in the dispersed phase in a creeping flow is illustrated in Fig. 17.
The time variations are caused by Hill’s vortex [327], whose intensity is controlled by
the continuity of the velocity and the viscous shear stress at the interface [324].
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Fig 17. Variation of instantaneous overall Sh number in a creeping flow with neg-
ligible external resistance. Redrawn after [288].

Kronig and Brink [328] proposed a mathematical solution, which describes laminar
diffusion with circulation induced by viscous forces (see Eq. 144 in Table 16). The first
seven values for the parameters Ai and λi in Eq. 144 are shown in Table 15.

Table 15. Parameters of the Kronig and Brink solution. Adapted from [329].

i
Parameter 1 2 3 4 5 6 7
Ai 1.33 0.60 0.36 0.35 0.28 0.22 0.16
λ i 1.678 8.48 21.10 38.5 63.0 89.8 123.8

The Kronig-Brink solution is based on the assumption that surfaces of uniform
concentration coincide with the Hadamard-Rybczynski streamlines [330, 331], which
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describe the laminar flow past a fluid sphere in the Stokes flow regime (Re � 1)
[288, 325, 326, 328]. In terms of dimensionless numbers, the solution is thus applicable
for the special case of Re→ 0 and PeM → ∞ [288, 324]. Despite its limited theoretical
applicability, experimental studies have shown that the Kronig-Brink solution gives a
reasonably good prediction of the mass transfer coefficient even at Reynolds numbers
well above those corresponding to creeping flows [288, 325, 332]; the resulting error
is then O(Pe−0.5) [333]. Johns and Beckmann [334] have suggested that for practical
purposes the Hadamard stream function may be extended to systems for which Re < 10.
The steady-state asymptotic value of the Kronig-Brink solution is given by [324]:

lim
FoM→∞

Sh =
32
3

λ1 ≈ 17.9 , (138)

which indicates that laminar circulation should increase the internal mass transfer
rate by a factor of 2.7 in comparison to rigid sphere behaviour. In the case of heat transfer
within a sphere, the asymptotic value of Nu is within 5% of the Newman solution for
PeH/(1− µd

µc
)< 10 and within 5% of the Kronig-Brink solution for PeH/(1− µd

µc
)> 250

[288, 326]. Fig. 18 shows the numerical results by Juncu [326] in comparison to the
Newman and Kronig-Brink solutions.

A somewhat simpler expression for mass transfer in a droplet with internal circulation
was proposed by Calderbank and Korchinski [335]. Employing the approximate
Vermeulen [336] empirical approach (Eq. 143 in Table 16) as the basis of their analysis,
they considered the effect of internal circulation on effective diffusivity by multiplying
the value of molecular diffusivity (Eq. 142 in Table 16). The steady-state asymptotic
value of their correlation is

lim
FoM→∞

Sh =
3π2

2
≈ 14.8 , (139)

which suggests that the effective mass diffusivity during internal circulation is 2.25
times the molecular value [335]. It should be noted that neither the Kronig-Brink nor the
Calderbank-Korchinski solution reproduce the time oscillations shown in Fig. 17.

It is well known that internal circulation can be inhibited or even suppressed
by surface active elements [1, 288, 325, 337–339], and that the tendency for this
phenomenon grows with increasing droplet size [1, 338]. In a moving bubble or drop the
surfactants are swept to the aft and the resulting concentration gradient induces a surface
tension gradient and a tangential stress, which opposes the direction of movement [339].
Henschke and Pfennig [340] showed that the effect of surface instability on the internal
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and Kronig-Brink [328] solutions.

circulation can be described by the Newman solution by replacing the mass diffusivity
with effective diffusivity:

Deff = D+
udp

CIP

(
1+ µd

µc

) , (140)

where CIP is a substance specific constant which accounts for transient effects at the
interface, while µd and µc denote the dynamic viscosity of the dispersed and continuous
phases, respectively. The corresponding correlation for the Sherwood number is shown
in Eq. 145 (Table 16). Later it has been shown that CIP is not only substance specific,
but also a function of concentration [316].

A mathematical solution for internal circulation at larger Re values was proposed by
Handlos and Baron [341] (Eq. 146 in Table 16), who assumed eddy diffusion between
internal toroidal lines of a moving drop. The solution assumes a constant spherical
shape of the drop [315], and suggests that Sh is a function of ReSc, i.e. PeM, and the
viscosity ratio of the dispersed and continuous phases. The value of λ1 in Eq. 146 was
reported to be 2.88 [341], but was later more accurately recalculated to be 2.866 by
Wellek and Skelland [342]. Because only the first term in the series solution was used,
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the Handlos-Baron solution is inaccurate at small contact times [315, 343, 344].
Olander [343] modified the Handlos-Baron solution to be applicable for the entire

range of contact times (Eq. 147 in Table 16). Another modification of the Handlos-Baron
solution was proposed by Wegener and Paschedag [345] (Eq. 148 in Table 16), who
introduced a concentration dependent parameter α to describe the influence of the initial
solute concentration on Marangoni convection. However, as the internal mass transfer is
usually not the rate limiting step at high PeM values, mass transfer correlations of the
type shown in Eqs. 146, 147, and 148 have found little use in the metallurgical literature.
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4.3.3 Mass transfer in the continuous phase

A compilation of correlations for mass transfer in the continuous phase is shown in
Table 17 (see pp. 121–122). Experimental correlations [252, 253, 347, 348] suggest that
the viscous external mass transfer surrounding a rigid sphere can be expressed by

Sh = 2+B Re1/2Sc1/3 , (149)

where B is a constant. Based on an extensive literature review, Rowe et al. [348]
suggested that B varies between 0.33 and 0.72 depending on the studied system. If the
continuous phase is fully stagnant (Re = 0), correlations of the type shown in Eq. 149
reduce to Sh = 2; this is equivalent to mass transfer by diffusion only [1, 116, 288, 349].
The correlation proposed by Ihme et al. [350] (Eq. 153 in Table 17) has a slightly
broader range of validity than those based on Eq. 149. Although Eqs. 150–152 (Table
17) were devised for mass transfer around individual rigid spheres, they can be used
for particle clouds provided that the distance of the particles is much larger than the
thickness of the diffusion boundary layer [1]. This condition is usually satisfied if
the density of the particle cloud is low [1]. The effect of Re on Sh becomes larger in
turbulent fluid flow, although the proportionality Sh ∝ Sc1/3 is retained. For example,
the correlation for turbulent mass transfer in packed beds proposed by Calderband
and Moo-Young [337] (Eq. 156 in Table 17) suggests that Sh ∝ Re2/3. In the case of
solid particles in turbulent fluid flow, the mass transfer rate can be described using the
correlation proposed by Sano et al. [351]. Their correlation (Eq. 155 in Table 17) relates
the Sherwood number with the specific stirring energy.

It is worth noting that the mass transfer resistance of the continuous phase follows
closely that reported for rigid spheres also in the circulating regime of internal flow
[335]. As shown by Calderbank [352], the fluid flow around a fluid sphere at low Re
values can be calculated by employing the Hadamard stream function; the proposed
mass transfer correlation is shown in Eq. 157 (Table 17).

Outside the Stokes flow regime, a vortex forms behind the droplet and has an
increasing effect on the external mass transfer rate [350]. Consequently, the significance
of viscous forces decreases. At large PeM values the continuous phase mass transfer
approaches uninhibited surface renewal, which can be described using the penetration
model proposed by Higbie [226]. The expression shown in Eq. 158 (Table 17) represents
a modification, which reduces to Sh = 2 when Re = 0 [1]. The correlations proposed
by Calderbank and Moo-Young [337] for mass transfer around gas bubbles (Eq. 159)
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differentiate between the regime of rigid sphere behaviour and that of uninhibited
surface renewal. Baird and Davidson [244] proposed a mass transfer correlation (Eq.
160 in Table 17) for spherical-cap bubbles with planar rear surfaces and a half-angle of
50◦. It can be seen that the exponent of the mass diffusivity in Eq. 160 corresponds to
the exponent of the Schmidt number in the penetration model proposed by Higbie [226].
Lochiel and Calderbank [353] proposed a continuous phase mass transfer correlation for
the frontal area of spherical-cap bubbles in the potential flow. The prefactor in Eq. 161
(Table 17) differs only slightly from the Higbie [226] penetration model.

An important factor to be considered is the presence of natural or forced convection.
The effect of natural and forced convection is captured by the GrSc term in the Steinberg
and Treybal [354] correlation (Eq. 162 in Table 17), which encompasses gas and
liquid systems in a broad range of validity (1 ≤ Re ≤ 30000; 0.6 ≤ Sc ≤ 3000). In
metallurgical applications, the gas phase is often subject to high temperature gradients.
The correlation proposed by Wu et al. [355] (Eq. 164 in Table 17) accounts for the
effects of forced and natural convection as well as that of a high temperature gradient,
but has a relatively narrow range of validity (2 ≤ Re ≤ 100; 0.71 ≤ Sc ≤ 0.73).
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4.3.4 Experimental considerations

Metal droplets in slag

The behaviour of metal droplets in slag is important for many metallurgical unit processes
[356]. In this case, the dynamic viscosity of the continuous phase is considerably higher
than that of the dispersed metal phase. Metal droplets with diameters in the range of
1 to 5 mm have Reynolds numbers in the slag between 100 and 1000 [356]. Under
such circumstances the wake outside the metal droplet is accompanied by a circulatory
pattern inside the metal droplet [356].

A case involving iron and copper droplets of 2–6 mm diameter in CaO–SiO2–Al2O3

slag is discussed based on an example in [357].22 In the first case, it was assumed that
the mass transfer resistance lies solely in the dispersed metal phase (see Fig. 19a). The
analytical solutions of Kronig and Brink [328] , Calderbank and Korchinski [335], and
Newman [323] are in reasonable agreement with the measured mass transfer coefficients
of Mn in Fe and Cu droplets. However, the measured mass transfer rate of S in Fe
droplets is considerably larger than that predicted by the analytical correlations, being in
the order of Sh = 100. On the other hand, Si in Fe droplets exhibit slower mass transfer
than those obtained from the analytical solutions and are close to Sh = 1. Oeters [357]
suggests that sulphur is likely to cause interfacial instability, which permits interfacial
convection and thereby explains the observed high mass transfer rate. Moreover, it
is suggested the slow mass transfer rate of Si in Fe droplets might be caused by the
suppressing effect of Si on CO formation [357].

In the second case, it was assumed that the mass transfer limitation is solely in the
surrounding slag phase, i.e. in the continuous phase (see Fig. 19b). The Higbie [226]
correlation (Eq. 158) appears to overestimate the Sherwood number at low ReSc values,
but converges towards the experimental values as the ReSc increases. The predictions
obtained with the Calderbank correlation (Eq. 157) are in very good agreement with the
experimental values; as stated earlier, this correlation assumes a laminar flow according
to the Hadamard stream function. The Ranz-Marschall [252, 253] correlation (Eq. 151)
underestimates the Sherwood number throughout the studied range, which suggests the
assumption of rigid sphere behaviour holds poorly for external mass transfer in the

22The metal droplets were saturated with carbon and in some cases the metal droplets contained 0.5 wt-% S
and the slag contained MnO [357]. The experiments were conducted at two temperatures: 1773 K (1500 ◦C)
and 1873 K (1600 ◦C) [357].

123



studied droplet size range. However, all three correlations fail to describe the high mass
transfer rate of S in Fe droplets.
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Fig 19. Mass transfer rates of Mn, Si, and S in Fe droplets and Mn in Cu droplets.
Adapted from [1].

Rhamdhani et al. [358] studied kinetics of reactions between Fe–Al alloy droplets
and CaO–SiO2–Al2O3 slag. In their study, dispersed phase mass transfer was suggested
as the rate controlling step. Accounting for the changes in the interfacial area, the
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measured mass transfer rate was found to be close to the asymptotic value of the
Newman solution for mass transfer within a stagnant sphere.

In conclusion, it may be stated that that small metal droplets behave similarly to
stagnant fluid spheres, while large metal droplets may exhibit a circulatory flow [1, 356].
It should be noted that the critical droplet diameter depends on the physical properties of
the metal and slag phases as well as the amount of surface active elements. Nevertheless,
the circulation is not as vigorous as in the case of aqueous and organic systems [356].
This deviation may be attributable to the high surface tension of liquid steel [356].

Metal droplets in gas flow

Wu et al. studied the decarburisation kinetics of levitated Fe–Cr–C droplets with top-
blown O2–Ar [359] and CO2–Ar [355] gas mixtures. In both cases, the experimentally
determined mass transfer rates (Sh < 2) at low Re values were lower than those permitted
by pure diffusion alone or those predicted by the Steinberger-Treybal [354] correlation.
However, in the case of CO2–Ar gas with moderate Re values [355], the Ranz-Marschall
[252, 253] and the Steinberger-Treybal [354] correlations were found to under predict
the mass transfer in the gas phase (see Fig. 20).

1 1 0 1 0 00

5

1 0

1 5

2 0

2 5
 M e a s u r e d  ( W u  e t  a l . )
 S t e i n b e r g e r - T r e y b a l  c o r r e l a t i o n
 R a n z - M a r s c h a l l  c o r r e l a t i o n

Sh
erw

oo
d n

um
be

r

R e y n o l d s  n u m b e r

Fig 20. Measured and calculated [252, 253, 354] Sherwood numbers for CO2 in
CO2–Ar gas surrounding Fe–Cr–C droplets. Adapted from [355].
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Baker et al. studied levitated Fe–C droplets (0.7 g) with top-blown O2–He [360]
and CO2–He [361] gas mixtures. They found that the predictions obtained with
the Steinberger and Treybal [354] correlation were in very good agreement with
the experimental values from experiments with CO2–He [360] gas (see Table 18).
However, in the case of O2–He gas, the predicted mass transfer rates at high O2 partial
pressures were considerably lower than the experimentally measured values [360].
It was postulated that the discrepancy is caused by a CO combustion zone, which
shrouds the specimen and increases the temperature of the gas [360]. An excellent
agreement with the experimental values at high O2 concentration was obtained when the
gas film temperature was taken as equal to the temperature of the metal droplet [360].
Experiments similar to Baker et al. [360, 361] were conducted later by Distin et al.

[362] with slightly larger metal droplets (1 g and 2 g). In the case of O2 injection, the
mass transfer coefficients obtained with the Steinberger-Treybal were much higher than
the measured values [362]. The deviation decreased with higher gas flow rates [362].

Table 18. Decarburisation of levitated Fe–C droplets [360]. Adapted from [116].

Parameter Unit CO2 tests O2 tests
xCO2

– 0.0081 0.884 0.097 – – –
xO2

– – – – 0.0078 0.926 0.942
xCO – 0.038 0.116 0.903 0.0043 0.074 0.058
xHe – 0.988 – – 0.988 – –
pG atm 1 1 1 1 1 0.1
Gr – 5.12 236 155 4.43 183 1.83
Decarburisation rate

Observed mol
m2 s
×102 2.88 96 20.7 5.65 520 400

Predicted – a.) mol
m2 s
×102 2.52 98 18.4 5.72 354 276

Predicted – b.) mol
m2 s
×102 – – – – 495 386

Gas properties defined at: a.) T G = 0.5 · (T in + T ∗); b.) T G = T ∗.

El-Kaddah and Robertson [363] studied the kinetic of decarburisation of levitated
Fe–C droplets in CO–CO2 gas mixtures. With respect to mass transfer, the metal
droplets behaved similarly to stagnant spheres [363]. A qualitative confirmation of
the internal concentration gradients was obtained from microscope analysis of rapidly
quenched metal droplets [363]. The effective diffusivity of carbon was found to be three
times the molecular value [363], which corresponds to Sh ≈ 20. This value is in good
agreement with the asymptotic value of the Kronig-Brink [328] solution (Sh ≈ 17.9) for
rigid spheres with internal circulation.
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Widlund et al. [364] studied the decarburisation of relatively large (dmd ≈ 8 mm)
Fe–C–Si droplets in O2–He mixtures (10–20 % O2). Their experimental results suggest
that the mass transfer within metal droplets becomes a rate-limiting mechanism, when
the carbon contents of the metal droplets decreases to less than 0.5 wt-% [364]. Based on
their data it is possible to deduce that the Sherwood number of the internal mass transfer
should be Sh > 100, which indicates rapid circulatory mixing within the droplets.

Slag droplets in a metal bath

Mietz et al. [365] studied emulsification and mass transfer in ladle metallurgy and found
that the rate constant was increased by higher rates of gas injection. The increase was
attributed to the higher emulsified volume of the top phase as well as to smaller droplet
size, which enables faster mass transfer.

Nakasuga et al. [366, 367] found that the reduction of Cr2O3 from slag was
controlled by mass transport in the slag phase. The overall rate was found to be higher
with higher amounts of CaF2 and lower with a high sulphur content in the metal bath
[366]. In the case of solid Cr2O3, the overall rate was found to be controlled by a
chemical reaction rate at the interface [366]. In contrast to this result, Sevinc and Elliott
[368] found when using rotational cylinders that the rate-limiting step for the reduction
of solid Cr2O3 by liquid Fe–Cr–C alloys was the mass transfer of oxygen in the metal
phase. Fruehan [223] studied the rate of reaction of Cr2O3 particles with Fe–Cr–C
alloys in Ar–O2 gas mixtures, and postulated that the rate of reaction is controlled by the
diffusive mass transfer of dissolved carbon.

Gas bubbles in liquid metal

In the case of reactions between rising gas bubbles and liquid metal, the mass transfer
resistance of the gas phase can usually be ignored [369]. The exact treatment of the
continuous phase mass transfer coefficient is possible for small bubbles which are
roughly spherical and rise in straight paths [352, 369]. The shapes and rising paths of
larger bubbles are irregular and vary over time; reasonable approximates of the mass
transfer rate, however, can be obtained even if this behaviour is ignored [352, 369].
At high Reynolds numbers (Re > 5000), the gas bubbles rising in the metal bath are
spherical caps and their rising velocity is virtually independent of the liquid metal
properties [116]. The findings by Lochiel and Calderbank [353] were later confirmed
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by Guthrie and Bradshaw [370], who found that the experimentally determined mass
transfer coefficients for oxygen bubbles in liquid silver were in good agreement with
predictions in which mass transfer was assumed to take place only through the front of
the spherical cap.

The findings of Calderbank and Moo-Young [337] suggest that the diameter and
free rising velocity of the bubbles have no effect on the continuous phase mass transfer
coefficient in gas–liquid dispersions. This is due to the mutually compensating effect
of bubble size and slip velocity [337]. However, a distinction can be made between
small gas bubbles (db < 2.5 mm), which behave similarly to rigid spheres, and large gas
bubbles (db > 2.5 mm), which exhibit unhindered surface renewal [337].

4.4 Kinetic treatment of parallel reactions

Chemical reactions which take place in a single phase are called homogeneous, while
reactions involving more than one phase are called heterogeneous [116, 349]. The
reaction rate of a homogeneous reaction is tied to the mass transfer rate via mass balance,
because the transported substance is converted in all places [349]. In the case of a
heterogeneous reaction, the reaction occurs only at the reaction interface [349]. The
mathematical description of heterogeneous reactions is more complex, because both the
mass transport and chemical reaction at the interface may form a rate limiting step [116].

In metallurgy, most reactions of are heterogeneous. In practice, heterogeneous
reactions between gas, liquid metal, and slag phases are typically limited by the mass-
transfer of species onto and from the reaction surface [1, 220, 371, 372]. The mass
transfer resistance of a single reaction can be described using the boundary layer
theory,23 which assumes that mass transfer resistance exists only in a thin boundary
layer [1, 322, 349].24 The overall mass transfer resistance of the boundary layer of two
phases can be treated similarly to resistors in a series; this approach is known as the
Lewis-Whitman model [233].

In the case of parallel heterogeneous reactions, the description of mass transfer in the
boundary layer needs to be coupled with a description of the competitive thermodynamic
equilibrium at the interface [1, 249, 322, 373]. More specifically, the equilibrium
state is characterised by the minimum Gibbs free energy at the given temperature

23The boundary layer theory is also known as the film theory.
24One of the first qualitative descriptions of the boundary layer theory was proposed by Nernst [219] in 1904,
and hence the diffusion boundary layer is also known as the Nernst boundary layer [1].
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and pressure [374]. Various methods are available for the mathematical treatment of
the thermodynamic driving force in the case of parallel oxidation reactions. A short
description of these methods is presented in the following sections.

Affinity based selectivity method

Wei and Zhu [49] calculated parallel competing reactions in an AOD converter during
combined top- and side-blowing. The main assumption in their method is that all the
species on the liquid metal phase have equal availability and the selectivity is linearly
dependent on the affinity of the reactions. The drawback of this method is that it does
not define the reaction rate directly, and for this reason, is not suitable for use with the
control volume method as such. The advantage of this approach is the simplicity and
that it does not require a separate solution for the equilibrium composition. As shown in
Article VI, the method is relatively insensitive to mass transfer constraints of species
other than that of dissolved carbon.

Effective equilibrium constant method

The effective equilibrium constant method, also known as the coupled reaction model,
has been applied extensively for mathematical modelling of various processes in
converter and ladle metallurgy [367, 375–385]. In this approach, the equilibrium
constants are modified to an effective equilibrium constant, which in combination with
an electro-neutrality condition, are employed to solve a system of parallel mass transfer
limited reactions. The effective equilibrium constant of an arbitrary reaction can be
defined as follows [375]:

Keff =

∏
p

xνp
p

aν[O]
[O] ∏

r
r 6=[O]

xνr
r

=

K ∏
p

γνp
p

∏
r

r 6=[O]

γνr
r

, (165)

where r denotes the reactants and p denotes the reaction products. The balance of
electroneutrality is given by

nL

∑
i=1

ν[O],in′′i = 0 , (166)

where nL denotes the number of species dissolved in the metal phase, νO,i is the
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stoichiometric ratio of [O] to species i, and n′′i is the molar flux of species i. The molar
flux of species i of phase ψ is defined in relation to the driving force as follows:

n′′i = Fi ([%i]− [%i]∗) =
βiρψ

100Mi
([%i]− [%i]∗) , (167)

where Fi is the modified mass transfer coefficient for 1 wt-% driving force.

Constrained Gibbs free energy minimisation method

Koukkari and co-authors [386–388] proposed a method for calculating the constrained
chemical equilibrium by means of introducing mass transfer constraints to a traditional
Gibbs energy minimisation routine. This method suggests that every constraint is
accompanied by a conjugate potential and thus will have several physical interpretations
in addition to mere equilibrium chemical potentials. The calculation of the inhibited
equilibria is calculated as follows [386]:

1. Introduction of an appropriate addition to the stoichiometric matrix of the system.
2. Calculation of an unrestricted equilibrium by using a = 1 for the introduced new

species.
3. Determination of the degree of inhibition by applying any value between 0 and the

value calculated in step 2 for the input amount of the “new species”.

The result of the calculational procedure is the interfacial composition, which,
however, is not the direct interest of models discussed in this work.

Constrained solubility method

Ding et al. [27] proposed a mathematical model for the VOD process. Two different
oxygen distribution models were investigated for the metal–gas zone; the former
approach corresponds to the incremental step method, while the latter is based on
constrained solubility of oxygen. The results obtained with the two models were found
to be very similar [27]. In comparison to the incremental step method, the constrained
solubility method proceeds in reverse order by first determining the dissolution of
oxygen based on the minimum dissolved oxygen concentration in equilibrium with
other dissolved elements and then distributing the remaining oxygen to the oxidation
reactions [27]:
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Qt
O∆t = Rt +Dt , (168)

where Qt
O is the oxygen supply per time step, ∆t is the time step, Rt is the oxygen

consumed by the reactions and Dt is the oxygen dissolved in the liquid metal. The
oxygen dissolved per time step can be calculated from the change in the dissolved
oxygen content [27]:

Dt =

(
[%O]t − [%O]t−∆t)mt

bath

100
. (169)

Coupled Gibbs free energy minimization and volume
element method

Ersson et al. [218] and Andersson et al. [214] coupled CFD models of BOF and AOD
converters, respectively, with computational thermodynamics. The composition of the
local control volume is achieved from the chemical species present after each time step.
The rate of phase mass change obtained from this is then used as a constant rate for
solving the rate at the new time step. Therefore, in addition to the solution of the flow
field, equilibrium calculations need to be carried at every time step. In order to save
computational work, equilibrium calculations were carried out only in the cells that
have more than one phase present. This method does not require information on the
interfacial surface area as the whole cell is set to equilibrium if an interphase exists. On
the other hand, the solution is inherently grid dependent.

Incremental step method

Jalkanen [389] and Virrankoski et al. [390] presented a mathematical model for the
BOF process. The principal approach in their model is that the supplied oxygen is used
momentarily only by a single reaction that has the highest affinity. Gaseous oxygen
is supplied to the reaction surface in small step amounts and the composition of the
reaction surface is constantly updated. When one species is rapidly depleted from
the surface, its affinity decreases. The model has been reported to be sensitive to the
employed parameters, especially to the amount and size of the oxygen steps supplied to
the system [390].
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5 Law of mass action based kinetic approach

In this work, a novel approach based on the law of mass action (LMA) was studied
and developed further to provide a thermodynamically consistent treatment of parallel
mass transfer controlled reactions in steelmaking contexts.25 The law of mass action,
proposed by Waage and Guldberg [391, 392] in 1864, is a mathematical expression
of solutions in dynamic equilibrium. More specifically, it relates the thermodynamic
equilibrium to reaction kinetics and implies that forward and backward reaction rates
must be equal at equilibrium. A stoichiometric reversible reaction of species A1 . . .An to
species B1 . . .Bn can be written as follows [374]:

∑
r

νrAr

︸ ︷︷ ︸
reactants

kf


kb

∑
p

νpBp

︸ ︷︷ ︸
products





endothermic if ∆H > 0

exothermic if ∆H < 0
, (170)

where ν is the stoichiometric coefficient, r denotes reactants, p denotes reaction
products, kf is the forward reaction rate coefficient, and kb is the backward reaction
coefficient. According to the law of mass action, the corresponding reaction rate (mol/s)
is expressed by [126, 311]:

R̃ = kf ∏
r

cνr
r

︸ ︷︷ ︸
forward
reaction

−kb ∏
p

cνp
p

︸ ︷︷ ︸
backward
reaction

, (171)

where c is the molar concentration.26 The ratio of forward and backward reactions
is described by the equilibrium constant, expressed below in terms of concentrations
[126, 311, 393]:

Kc =
kf

kb


=

∏
p

cνp
p

∏
r

cνr
r




only at
equilibrium

. (172)

The expression shown in Eq. 172 above is valid only for ideal solutions [394]. In
other cases, the effective concentration of species in a mixture can be described by
25The approach is referred to as the LMA approach.
26The unit of the reaction rate coefficients kf and kb depends on the stoichiometry. In this work, no
differentiation is made between the reaction coefficients expressed in different units.
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replacing concentrations with activities [394, 395]. The corresponding equilibrium
constant is defined as follows:

K =
kf

kb


=

∏
p

aνp
p

∏
r

aνr
r




only at
equilibrium

. (173)

As for the activities of gaseous species, it is necessary to differentiate between real

and ideal gases (see Eq. 174). The activity of real gases is expressed in terms of fugacity,
which is an expression for effective pressure [393]. The assumption of an ideal gas
behaviour is valid in most metallurgical applications due to low to moderate pressures.
Under such conditions, gaseous mixtures typically obey the Lewis-Randall rule, which
states that the properties of the mixture can be determined based on the properties of its
pure components and composition of the mixture [393].

ai =





f i

f ◦i
(real gas)

pi

p◦i
(ideal gas)

, (174)

where f is the partial fugacity, f ◦ is the fugacity at the standard state, p is the partial
pressure, and p◦ is the standard pressure. Typically, the standard state of an ideal gas is
chosen as p◦ = 1 atm. A useful expression of the dynamic equilibrium can be obtained
by expressing the law of mass action in terms of activities. Substituting Eq. 173 into Eq.
171 and expressing the reaction rate in relation to surface area yields:

R̃′′ = kf


∏

r
aνr

r −
∏
p

aνp
p

K


 , (175)

where kf has the unit mol/(m2·s). Finally, the following expression is obtained for
the reaction rate in kg/(m2·s):

R′′ = kf


∏

r
aνr

r −
∏
p

aνp
p

K


 , (176)

where kf has the unit kg/(m2·s). The expression shown in Eq. 176 is referred to here
as the modified law of mass action. It suggests that the reaction rate and the resulting
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equilibrium state are determined by the activities, stoichiometric coefficients, forward
reaction rate coefficient, and the equilibrium constant. Following the Le Chatelier’s

principle, increasing the total temperature will shift the equilibrium towards the side
with smaller number gas moles and vice versa, but if the number of gas moles on either
side of the reaction is equal, the pressure of the system will not affect the equilibrium
[394]. Although the equilibrium constant K and the rate constant kf are independent of
composition, both are temperature-dependent [311]. At a constant temperature, the
equilibrium constant is defined by [311]:

K = exp
(
−∆G◦

RT

)
where ∆G◦ = ∆H◦−T ∆S◦ , (177)

where ∆G◦ is the change in standard Gibbs free energy of reaction, R is the gas
constant, T is the temperature, ∆H

◦
is the change in standard enthalpy of reaction, and

∆S
◦

is the change in standard entropy of reaction.

5.1 Rate of chemical reaction at the interface

Several theoretical equations have been proposed for calculating the rate of chemical
reaction at the interface. The temperature dependency of the reaction rate coefficient can
be expressed according to the Arrhenius equation shown in Eq. 178 [126, 257, 311, 396].
A somewhat analogous expression of the temperature dependency can be derived
based on the transition state theory and is known as the Eyring equation (Eq. 179)
[126, 311, 396].

k = Aexp
(
− Ea

RT

)
(Arrhenius equation) , (178)

k =
kBT

h
exp
(

∆Sa

R

)
exp
(
−∆Ha

RT

)
(Eyring equation) , (179)

where A is the frequency factor, Ea is the activation energy, kB is the Boltzmann’s
constant, h is the Planck’s constant, ∆Sa is the entropy of activation, and ∆Ha is the
enthalpy of activation. In the case of gas phase reactions, the reaction rate coefficient can
be estimated using the collision theory (Eq. 180), which assumes that the reaction rate
coefficient depends on the collision frequency between reactant molecules [126, 311,
396, 397]. Comparison with experimental data suggests that the collision theory based
approach frequently over-estimates the reaction rate coefficient [126, 311, 396, 397].
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This tendency can be compensated for an additional probability or steric factor P as
shown in Eq. 181 [396, 397]. The steric factor is a measure of the deviation of an actual
reaction rate from the ideal rate suggested by the collision theory [396, 397], but can
also be interpreted as the ratio of the target area for the reaction to the target area of a
simple non-reactive collision [396].27

k = ZAB
103

Na
exp
(
− Ea

RT

)
(collision theory) , (180)

k = PZAB
103

Na
exp
(
− Ea

RT

)
(modified collision theory) , (181)

where ZAB is the collision frequency between molecules A and B, and Na is the
Avogadro constant. Based on Eqs. 178–181 it can be deduced that the value of the
reaction rate coefficient is likely to be very large at typical steelmaking temperatures.

Only a little experimental information on the rate of chemical reactions at the
interface is available for metal–slag reactions. Because metal–slag reactions are
electrochemical in nature, some authors have attempted to determine the interfacial
reaction rate by measuring the exchange current density [398–401]. Pretnar and
Schmalzried [399] studied the interfacial reaction rate of

[Si] 
 (Si)4++4e− , (182)

using a galvanostatic pulse method. The obtained exchange current densities were
approximately 240 A/m2 [6.2·10−4 mol/(m2·s)] at 1273 K (1000 ◦C) and 380 A/m2

[9.8·10−4 mol/(m2·s)] at 1373 K (1100 ◦C), suggesting that the mass transfer resistance
and reaction resistance at the interface are of same magnitude [399]. When extrapolated
to a temperature of 1600 ◦C (1873 K), the exchange current densities ranged from 1500
to 2600 A/m2 depending on the value of activation energy employed [399]. However, it
was found later that the exchange current density measured by Pretnar and Schmalzried
[399] was not the pure exchange current density, because a concentration gradient had
already formed, and thus the resistance of the interfacial reaction was estimated to be
too high [1, 401]. Schwerdtfeger and Prange [401] studied the interfacial reaction rates
of Eqs. 182 and 183 at 1873 K (1600 ◦C) and 1723 K (1450 ◦C), respectively, using
single and double pulse techniques.

27The rate coefficients predicted by Eqs. 180 and 181 have the unit [mol/(l·s)] i.e. [kmol/(m3·s)].
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Fe(l) 
 (Fe)2++2e− , (183)

Schwerdtfeger and Prange [401] found that the interfacial reaction resistance was
very small in comparison to the mass transfer resistance. The exchange current densities
corresponding Eqs. 182 and 183 were measured to be approximately 200,000 A/m2

[401] and 20,000 to 100,000 A/m2 [400, 401], respectively; these values are considerably
larger than those reported by Pretnar and Schmalzried [399]. Nagata and Goto [402]
conducted similar experiments to study the reaction

Si(s) 
 (Si)4++4e− , (184)

and found that the overall reaction was controlled by diffusion in the slag. As
suggested by Oeters [1], it appears reasonable to expect that the interfacial reaction rates
of metal–slag reactions under steelmaking conditions are – with some reservations –
very fast and do not affect the overall rate to a significant extent.

Similarly to metal–slag reactions, most metal–gas oxidation reactions are very fast.
Notable examples of reactions controlled by the interfacial reaction rate include the
absorption of nitrogen [138] and the dissociation of CO2 to CO by dissolved carbon
[403]. In such cases, the description of the rate coefficient can be inserted into the
modified law of mass action (see [44]).

5.2 Mathematical basis (Articles V and VI)

As discussed earlier, most heterogeneous reactions relevant to process metallurgy
are effectively controlled by mass transport to the reaction interface. The principal
proposition of this work is that the mathematical treatment of such reactions can then
proceed as if the reaction interface were able to reach its equilibrium composition
instantaneously. For this reason, it is assumed that the exact value of the forward reaction
rate coefficient is irrelevant as long as it is sufficiently large. At first, only a single
oxidation reaction is considered. Writing in terms of O2, the reaction equation can be
written as follows:

i
νi

+{O2}

1
νi

iO2νi , (185)

where νi is the stoichiometric coefficient of species i. Considering oxygen as an
ideal gas, the following rate expression is obtained:
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R′′ = kf


a

1/νi
i pO2 −

a
i/νi
iO2νi

K


= kf


a

1/νi
i byO2 −

a
i/νi
iO2νi

K


 , (186)

where y is the mass fraction and b is the coefficient relating y to p. The conservation
of oxygen at the reaction interface defined by

R′′ = kf


a

1/νi
i by∗O2

−
a

i/νi
iO2νi

K




︸ ︷︷ ︸
reaction rate

at the interface

= βGρG
(
yO2 − y∗O2

)

︸ ︷︷ ︸
mass transport
to the interface

, (187)

where βG is the mass transfer coefficient of the gas phase, ρG is the density of the
gas phase, yi is the mass fraction of species i, and y∗i is the interfacial mass fraction of
species i. By solving the mass fraction of oxygen at the interface, it is found that the
oxygen partial pressure at the interface approaches its equilibrium value yO2,e as the
reaction rate approaches infinity:

lim
kf→∞

y∗O2
=

a
1/νi
iO2νi

ba
1/νi
i K

= yO2,e . (188)

Consequently, the following limit is obtained for the reaction rate:

lim
kf→∞

R′′ = βGρG


yO2 −

a
1/νi
iO2νi

ba
1/νi
i K


= βGρG (yO2 − yO2,e) . (189)

In the following, a case of n parallel reactions between oxygen and species dissolved
in liquid steel is studied. Below, the reaction equations are written both in terms of
dissolved species (Eq. 190) and with O2 as the key component (Eq. 191).

i+νi{O2}
 iO2νi for i = 1,2 . . .n , (190)
i
νi

+{O2}

i
νi

iO2νi for i = 1,2 . . .n , (191)

where i denotes the key component used to define the rate expression and ν is the
stoichiometric coefficient. The equilibrium constants corresponding to Eqs. 190 and 191
are given by Eqs. 192 and 193, respectively.
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Ki = exp
(
−∆G◦i

RT

)
=

aiO2νi

ai p
νi
O2

. (192)

KG
i = K

1/νi
i = exp

(
− ∆G◦i

RT νi

)
=

a
1/νi
iO2νi

a
1/νi
i pO2

. (193)

As in the case of a single reaction system, the rate expressions were formulated
according to the modified law of mass action in molar basis. For the sake of simplicity,
the stationary medium approach [279] was employed and hence the bulk motion induced
by density differences was not accounted for. Therefore, the mole balance of species i

diffusing from the metal phase the bulk steel phase onto the reaction interface is defined
by Eq. 194. The corresponding mole balance for O2 is defined by Eq. 195.

βL
cL

ML
(xi− x∗i )

︸ ︷︷ ︸
mass transport
to the interface

= βL
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ML

(
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)
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mass transport
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= kf

(
ai p
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−
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)

︸ ︷︷ ︸
reaction rate

at the interface

, (194)
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

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reaction rate
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, (195)

where βL is the mass transfer coefficient of the liquid phase, cL is the molar
concentration of the liquid phase, ML is the molar mass of the liquid phase, x is the mole
fraction, γ is the activity coefficient, and pG is the total pressure of the gas phase. As the
considered the system consists of n+1 variables and n+1 equations, the system can be
solved iteratively. The activities of the dissolved species and oxygen can be solved from
Eqs. 196 and 197, respectively.

ai =

βLxi

kf

cL

ML
+

aiO2νi

Ki

βL

kfγi

cL

ML
+aνi

O2

for i = 1,2 . . .n . (196)
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By letting the forward reaction rate coefficients approach infinity, the following
limits are obtained for the activities of the dissolved species and the partial pressure of
oxygen at the reaction interface:

lim
kf→∞

ai =
aiO2νi

Kia
νi
O2

= ai,e for i = 1,2 . . .n , (198)

lim
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


n
∑

i=1

(
a

1/νi
i

) = pO2,e . (199)

The limit shown in Eq. 198 satisfies the definition of the equilibrium constant, but
the limit shown in Eq. 199 corresponds to the equilibrium oxygen partial pressure
formed as a result of the competing oxidation reactions.

5.3 Implementation

It is important to understand that the equilibrium composition solved at the reaction
interface is not the full chemical equilibrium that can be determined with traditional
methods, such as the equilibrium constant method or Gibbs free energy minimisation,
but rather a dynamic chemical equilibrium: the equilibrium permitted by the mass
transfer rates onto and from the reaction interface. In essense, the law of mass action
based method is a rate expression for parallel mass transfer controlled reactions.

As only finite values are permitted in numerical analysis, one of the most difficult
tasks is to find forward reaction rate coefficients which are sufficiently large to bring the
system close to equilibrium. In order to counter this problem, two methods were devised
in the course of this work:

1. A reaction quotient method: a predefined small error is permitted in the reaction
quotient by employing the concept of an equilibrium number. Owing to its simple
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implementation, this method was used as the basis for the mathematical models for
top-blowing and reduction of slag.

2. A residual affinity method: a predefined small error is permitted in the Gibbs free
energy by using the concept of residual affinity. A simple decarburisation model was
derived to illustrate this method.

The description of the two methods is provided in the following.

5.3.1 Reaction quotient method (Article I)

The aim of the reaction quotient method is to provide a numerical solution, which is very
close to that dictated by the equilibrium constants. The Gibbs free energy of reaction is
defined by [126]:

∆G = ∆G◦+RT lnQ , (200)

where Q is the reaction quotient, which is defined as follows [126, 395]:

Q =

∏
p

aνp
p

∏
r

aνr
r

. (201)

By definition, Q = K at equilibrium [126, 395].28 In order to provide a quantitative
estimate of the error in the dynamic equilibrium, the concept of a dimensionless
equilibrium number was introduced:

E =

∣∣∣∣1−
Q
K

∣∣∣∣=
absolute deviation from the equilibrium constant

equilibrium constant
, (202)

where Q and K are the reaction quotient and the equilibrium constant, respectively.
As a limit, E = 0 when Q→ K, E = 1 when Q→ 0, and E = ∞ when Q→ ∞. Owing to
these limits the equilibrium number is a convenient measure of the maximum allowed
error in the equilibrium constants.

In this work, the numerical solution was executed so that the forward reaction rate
coefficients kf were increased periodically during iteration until the equilibrium number
E of all reactions was smaller than a predefined maximum value. If the increment is too
small, the solution is obtained at greater computational expense. On the other hand,
28This becomes evident by setting ∆G = 0 and substituting Eq. 177 into Eq. 200.
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overly large increments may cause numerical instability and prevent the numerical
solution altogether. A reasonable compromise was obtained by defining the increment
as a function of the equilibrium number so that large increments are employed when the
error is large and vice versa.

5.3.2 Residual affinity method (Article VI)

The starting point for the residual affinity method is the notion that at equilibrium,
the affinity (or the driving force) of the reactions at equilibrium should be equal to
zero. This stems from the definition of the equilibrium constant. In a mass transfer
limited setting, the affinity of a reaction is zero only when the forward reaction rate
coefficient is equal to infinity. In order to find sufficiently large finite values, the concept
of residual affinity is introduced and employed for setting the thermodynamic system at
a predefined distance away from the exact solution, thus enabling the numerical solution
of the problem. The residual affinities are defined according to

−A = ∆G◦+RT ln




∏
p

aνp
p

∏
r

aνr
r


 . (203)

If the residual affinity is small in comparison to the standard Gibbs free energies
of the reactions, the resulting deviation from the exact solution is negligible. In the
numerical solution, the formulations of the residual affinities are implemented as
additional conservation equations; these should correspond to the form shown in Eq.
204. In addition, it may be necessary to define additional constraints for the activities.

∏
r

aνr
r −

∏
p

aνp
p

exp
(
−A+∆G◦

RT

) = 0 . (204)

In order to illustrate the LMA method, a simple model consisting of three oxidation
reactions was developed. The observed reactions and the reference states of the species
are as follows:

Si(l) +{O2}
 SiO2 (β -cristobalite) , (205)

Cr(l) +
3
4
{O2}


1
2

Cr2O3 (s) , (206)

142



C(graphite) +
1
2
{O2}
 {CO} . (207)

The Raoultian reference state was employed for all the species, and the standard
Gibbs free energy changes of the studied reactions were taken from the literature [404].
The calculations presented are related to a single moment in time only and hence
the composition of the species in the bulk phases including the slag is assumed to be
constant. The conservation of species i (Si, Cr, C) in the liquid phase and O2 in the gas
phase were defined by Eqs. 208 and 209, respectively.
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)
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∑
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p
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
= 0 . (208)
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(
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Si
)

−0.75βL
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(
xCr−aR

Cr
)
−0.5βL

ρL

ML

(
xC−aR

C
)
= 0 . (209)

It should be noted that the activities aR
i are defined at the interfacial composition x∗i .

In addition to the equations for the conservation of mass, three conservation equations
were defined for the residual affinities:

aR
Si pO2 −

aR
SiO2

exp
(
−A+∆G◦0

RT

) = 0 , (210)

aR
Cr p0.75

O2
−

(
aR

Cr2O3

)1/2

exp
(
−A+∆G◦1

RT

) = 0 , (211)

aR
C p0.5

O2
− 1− pCO

exp
(
−A+∆G◦2

RT

) = 0 . (212)

In addition, the constraints pCO = 1− pO2 , aR
SiO2

= 0.5 and aR
Cr2O3

= 1−aR
SiO2

were
set for the partial pressure of CO, activity of SiO2 and activity of Cr2O3, respectively.
The numerical solution for the non-linear system of seven conservation equations was
calculated by employing Newton’s method.
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6 Mathematical modelling of the AOD process

The development of the Converter Process Simulator started from the mathematical
model for reactions during side-blowing proposed by Järvinen et al. [44] (see p. 81).
The simulator was programmed using C++ and features a graphical user interface
developed using the Visual Basic programming language. In this work, the simulator
was extended with two reaction models: a reduction stage model (Articles III and IV)
and a top-blowing model (Articles I and II). Furthermore, the melting of alloying
elements and refractory wear were added as sub-models. A schematic illustration of the
material flows and interactions between phases is shown in Fig. 21. The graphical user
interface was updated to accommodate the simulation of the new process stages.
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Fig 21. Schematic illustration of the Converter Process Simulator.
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6.1 Work flow of the simulator

The work flow of the simulator is described briefly in the following. First, the model
receives the input values from the user interface; these include (but are not limited
to) metal bath and slag composition, metal bath mass, slag mass, converter geometry,
blowing scheme, and material additions. The simulated process is divided into temporal
increments, i.e. time steps. The structure of the calculation cycle depends on the studied
process stage(s). At the beginning of each time step, the simulated process stage is
detected based on the employed gas injection scheme. As shown in Fig. 22, three
different routes can be identified: combined-blowing decarburisation, side-blowing
decarburisation, and the reduction stage. Additions of scrap and slag formers, as well as
their effect on the relevant compositions and temperatures are calculated analytically
after the reaction modules. Finally, the program prints the results and proceeds on to a
new time step. The calculation cycle is then repeated until the total process time studied
is reached.

6.2 A model for reactions during top-blowing (Article I)

In the context of steelmaking converters, top-blowing denotes the injection of a gas
mixture from a top lance, which is positioned perpendicular to the metal bath. Prior to
impingement in the metal bath, the gas jet is in physico-chemical interaction with the
converter atmosphere (see Section 2.1.2 on p. 40). Thereafter, the gas jet is in contact
with the metal bath. The interaction of the gas jet with the metal bath is complicated by
chemical reactions, which proceed very rapidly. Before the introduction of the model, a
short review of the present knowledge of the reaction mechanisms is presented.

6.2.1 Reaction mechanisms

A considerable amount of research work has been devoted to identifying the reaction
mechanisms in order to explain the high decarburisation rates observed in top-blowing
steelmaking converters. Several reaction sites have been envisaged and are presented
briefly in the following.
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Impact area

The impact area of the gas jet forms a reaction site for direct oxidation reactions
[1, 295, 405–420] and a local superheated reaction zone known as the hot spot [407,
415, 417, 419]. During the decarburisation of Fe–C melts, the temperature of the impact
area can rise up to 2273–2773 K (2000–2500 ◦C) in the case of high specific oxygen
top-blowing rates [407, 415, 417, 421]. These values have been obtained directly above
the metal bath with pyrometers [407, 415, 417] or radiation spectroscopy [421], and
correspond to an excess temperature of 500–800 K [407, 415, 417], while the largest
temperature variations recorded with thermocouples are in the order of 100 K [414, 415].
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Similar results have been obtained with radiation spectrometry. Both methods indicate
that the superheat vanishes as the carbon content falls below a critical value [414, 415].
However, much smaller superheats have been reported for the decarburisation of Fe–C
heats with low specific oxygen top-blowing rates of ≤ 2 Nm3 O2/(t·min) [422]. This
finding is important, because the top-blowing rates employed in the AOD process are
typically 1–1.6 Nm3/(t·min) [80]. For example, Delhaes et al. [73] have estimated,
based on vaporisation of Mn, that the average temperature of the hot spot should be
approximately 2173 K (1900 ◦C) during pure-oxygen combined-blowing in the initial
period of the AOD process; the proposed value denotes an excess temperature of
300–400 K. Tsujino et al. [423] reported a much higher average temperature of 2623 K
(2350 ◦C) based on top- and combined-blowing decarburisation of stainless steel in a
100 kg furnace.

The initial understanding of the oxygen steelmaking processes was that all reactions
would take place in the hot spot region [410, 424]. However, it was rapidly understood
that the impact area alone was too small to be responsible for the high decarburisation
rates observed in steelmaking converters with top-blowing [1, 408, 410–412, 414, 416,
419, 420, 424, 425]. Furthermore, the mass transfer rate at the cavity is not sufficiently
high to compensate for the relatively small interfacial area [116, 294, 295, 297, 299, 414];
this effect becomes more pronounced at low carbon contents [413]. In experimental-scale
vessels, however, decarburisation can take place almost entirely at the impact area due to
the larger ratio of the surface area to the bath volume [1, 406, 411, 426].29 The indirect
oxidation of carbon at the impact zone may take place due to the reduction of iron oxide
by carbon [382]. The kinetics of oxygen absorption by liquid iron have been studied
in [429, 430]. The absorption kinetics were found to consist of two successive steps
[429]: 1) rapid oxygen absorption, which is accompanied a rapid rise in temperature
and continues until the solubility limit of oxygen is exceeded, and 2) formation of an
oxide layer and the diffusion of oxygen through the layer into the melt. The formation
of an oxide layer has also been observed in later studies [431]. The role of FeO as an
intermediary product has received support in the literature regarding top-blowing in the
AOD process [137].

29Some mathematical models [427, 428] have employed simplified descriptions which focus on the impact
area and provide no description for the contribution of metal droplets to chemical reactions. Consequently, the
values of the kinetic parameters employed in such models have limited physical meaning.
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CO formation in the bath

High-speed films from hot experiments [413, 432] have confirmed that only limited
formation of CO bubbles takes place in the lower part of the bath, i.e. outside the above-
mentioned reaction areas. This is in agreement with thermodynamic considerations,
which suggest that the homogeneous nucleation of CO in the metal bath is virtually
impossible [433, 434]. In the case of reduction of FeOn or MnO by carbon, however, the
oxygen potential is typically sufficiently high to enable the spontaneous formation of
CO bubbles [435].

Metal droplets

Numerous studies have established that metal droplets, which are generated due to the
shear force of the gas jet impacting the metal surface, play a decisive role in defining the
reaction rates due to their vast surface area [1, 156, 338, 408–412, 418–420, 424, 425,
436–443]. Furthermore, metal droplets can participate in reactions at different sites.
One reaction site is the cavity area, where the metal droplets may react directly with
atmosphere and top-blown gas [300, 405, 406, 411, 412, 414, 431, 444, 445]. In [431],
the thickness of the oxide layer covering the oxidised droplets was determined to be
approximately 60 µm. In physical experiments concerning top-blowing of CO2 on
water [300], the CO2 concentration of the splashed water droplets was found to be 3–6
greater than that of the water bath. The maximum CO2 absorption was found to occur
halfway between the cavity and the walls of the vessel [300].

The metal droplets can emulsify in the top slag, where they react with slag species
[412, 413, 418, 424, 443, 446]. If the slag is foamy, the metal droplets also react with
the gas phase [412, 414]. Due to their higher density, the metal droplets exit the slag
after a certain residence time due to gravity [447]. In [446], the quantity of metal
droplets in the BOF slag was found to vary between 2.5 and 17.5 kg per ton of hot metal,
while a considerably higher range of 68 to 780 kg per ton of hot metal was reported
in [410]. Based on analysis of results from a 6 t BOF converter, Spooner et al. [443]
reported that the amount of metal droplets in the BOF slag was 213 kg per ton of hot
metal, while the average circulation rate was reported to be 15 kg/s per ton of hot metal.
Simulations by Sarkar et al. [441] indicate a range of 2 to 300 kg of metal droplets in
the emulsion per ton of hot metal and a droplet generation rate of 1 to 20 kg/s per ton of
hot metal. The variance in the reported values stems to some extent from the sampling
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method used. Based on laboratory-scale experiment it has been shown that the share
of metal droplets in the immediate vicinity of the cavity can be much higher than the
average value [431, 448]. The surface area of the metal droplets has been estimated to
be in the order of thousands or tens of thousands of square meters [338, 410, 442, 446].
Some estimates of the residence times have been reported in the literature. The reported
residence times of the metal droplets are only few seconds in periods without the foam,
but vary approximately between 10 to 200 seconds in the presence of the foam during
peak decarburisation [440, 443, 447].

Only a little experimental information is available about the contribution of metal
droplets in the AOD process. However, foaming of slag similar to the BOF process
has not been reported to occur during top-blowing in the AOD process. Therefore, the
residence times of metal droplets induced by top-blowing are likely to be relatively short.
Rubens and co-authors [156, 157] studied decarburisation slags from combined-blowing
practice and analysed metal droplets found in the slag samples. The total amount of
metal droplets in the slag was reported to be approximately 10–35 wt-% [157]. In the
high carbon region – where combined-blowing was employed – the carbon content of
the metal droplets (mm range) was found to be considerably below that of the metal
bath (Fig. 23a). The observed difference in carbon content was found to decrease
towards the end of the decarburisation stage. During combined-blowing, the chromium
content of metal droplets in the mm-range was slightly higher than that of the metal
bath, while the chromium content of fine metal droplets (µm-range) was considerably
below the chromium content of the metal bath (Fig. 23b). These results indicate that the
decarburisation of fine metal droplets takes place primarily in contact with gaseous
oxygen, while larger metal droplets are decarburised mainly in contact with the top slag.

In addition to top-blowing, metal droplets are generated due to side-blowing.
Lindstrand et al. [449] studied the metal droplets in decarburisation slags from
side-blowing operation and found that their original composition corresponds to the
composition of the metal bath and that they account for 2–7% of the slag mass.

Modelling approaches

Although the high mass exchange area created by metal droplets has been noted in
the literature [4, 156, 157, 211], no definite answer has been given for the reaction
mechanism(s) of decarburisation during top-blowing in the AOD process due to limited
amount of experimental data.
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Fig 23. Carbon and chromium content in the metal bath and metal droplets during
the AOD process. Adapted from [156].

Scheller and Wahlers [134] studied reaction areas during combined-blowing and
proposed that decarburisation takes place simultaneously in two reaction zones: inside
the metal bath and on the surface of the bath, including metal droplets. The generation
of metal droplets was thought to be caused by top-blowing and the bursting of gas
bubbles at the bath surface [134]. Uchida et al. [211] conducted experiments on nitrogen
top-blowing in the low carbon region and reported that the increased decarburisation
rate was attributable not only to decreased partial pressure of CO and the promotion of
slag–metal reactions by the stirring energy of the gas jet, but also due to the increase
in the gas–metal reaction interface in the form of splashing. Zhu et al. [137, 144]
postulated the following reaction mechanism:

– the top-blown oxygen dissolves into the bath primarily through the cavity and oxidises
species dissolved in iron as well as iron itself. The oxide particles formed at the cavity
are drawn into the metal bath by the gas jet and thus transfer oxygen, and

– the splashed metal droplets absorb part of the oxygen and oxidation of dissolved
species takes place inside the droplets after integral iron-bearing slag films are
generated on their surfaces.

Only a few approaches have been proposed for mathematical modelling reactions
during top-blowing. Vercruyssen et al. [37] studied the refining of stainless steel
in a combined-blowing MRP converter and assumed that the reactions take place at
metal–slag, metal–gas, and slag–gas interfaces. Both the interfacial areas and the
related mass transfer coefficients were employed as adjustable parameters. Based on
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experimental data on oxygen top-blowing with simultaneous inert gas-stirring, the
metal–slag, metal–gas, and slag–gas interfacial areas were estimated to be 200, 100, and
100 m2, respectively. Kikuchi et al. [210, 211] assumed that reactions take place in the
cavity created by the gas jet and at the metal–slag interface. The metal–slag interfacial
was calculated based on the stirring energy produced by top-blowing. The surface area
of the metal droplets was estimated to be in the order of 1000 m2. Zhu et al. [137, 144]
assumed that oxidation reactions take place simultaneously at the surface of the cavity
and at the surface of the splashed metal droplets. The volume of the metal droplets was
assumed to be equal to the volume of the sunken pit, while the average size of the metal
droplets was employed as a fitting parameter [137]. However, the employed value of the
average droplet diameter was not reported.

In this work, it was assumed that the reactions between gas, metal, and slag species
take place simultaneously on the surface area of the cavity as well as on surface area
of the metal droplets generated due to top-blowing. Owing to the high temperature,
the reaction rates were assumed to be limited by mass transfer onto and from the
reaction interfaces and hence the reaction interfaces are able to reach their constrained
thermodynamic equilibrium at any given moment.

6.2.2 Conservation of species and mass

The rate expressions were defined according to the modified law of mass action, in
which concentrations are replaced by activities (Eq. 176 on p. 134). The gas phase was
taken as an ideal gas and hence the activities of gaseous species were replaced by their
partial pressures. The parallel reversible reactions considered by the model were defined
as follows:

{O2}
 2[O] , (213)

[C]+
1
2
{O2}
 {CO} , (214)

[C]+{O2}
 {CO2} , (215)

Fe(l) +
1
2
{O2}
 (FeO) , (216)

2[Cr]+
3
2
{O2}
 (Cr2O3) , (217)

[Mn]+
1
2
{O2}
 (MnO) , (218)
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[Si]+{O2}
 (SiO2) . (219)

In order to avoid the mathematical complexity of the Maxwell-Stefan equations and
the generalized Fick’s law, an effective diffusion model was employed, and hence only
one effective diffusivity was assigned for each species [322]. The relation of effective
and binary diffusivities can be expressed as follows [322]:

Di,eff =
n−i

∑
k=1

Dik
∇xk

∇xi
. (220)

where D is the mass diffusivity and x is the mole fraction. A description of the
treatment of effective diffusivities in this work is given in Section 6.4.3 (p. 186). The
starting point for the derivation of the conservation equations is the definition of mass
flux according to the Fick’s First Law [116]:

m′′i = −ρD∇yi

︸ ︷︷ ︸
diffusion

+ yi

m

∑
j=1

m′′j

︸ ︷︷ ︸
advection︸ ︷︷ ︸

convection

, (221)

where ρ is the density, D is the (effective) mass diffusivity, y is the mass fraction,
and m′′ is the mass flux. The 1-dimensional mass flux of species i between the bulk
composition yi and interfacial composition y∗i , which are separated by the boundary
layer δ , can be expressed as follows [116, 450]:

m′′i = −ρD
yi− y∗i

δ
︸ ︷︷ ︸

diffusion

+ yi

m

∑
j=1

m′′j

︸ ︷︷ ︸
advection︸ ︷︷ ︸

convection

. (222)

The accumulation of mass at the reaction interface is not permitted. By setting

yi
m
∑
j=1

m′′j = 0 and introducing chemical reactions at the reaction interface, the following

expression is obtained:

ρD
yi− y∗i

δ
︸ ︷︷ ︸

diffusion

+
r

∑
k=1

R′′k ν i,k

︸ ︷︷ ︸
chemical reactions

= 0 , (223)
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where R′′ is the reaction rate flux and ν i,k is the mass-based stoichiometric coefficient
of species i in reaction k. In order to describe the mass transfer onto and from the
interface, it is often practical to employ the concept of a mass transfer coefficient

[1, 116, 349, 450]:

β =
D
δN

=
molar flux

molar concentration difference
≡ mass flux

mass concentration difference
, (224)

where δN is the thickness of the diffusion boundary layer, also known as the Nernst

boundary layer. It should be noted that Eq. 224 does not imply that β ∝ D, because δN

is dependent on D [349]. Employing the definition given in Eq. 224, Eq. 223 transforms
into

βρ (yi− y∗i )

︸ ︷︷ ︸
mass transport

+
r

∑
k=1

R′′k ν i,k

︸ ︷︷ ︸
chemical reactions

= 0 . (225)

Chemical reactions may constitute a mass sink or a mass source, which is com-
pensated for by mass transfer onto or from the interface [116]. The net production or
net consumption of species due to chemical reactions induces bulk motion [372] also
known as the Stefan flow. In the case of net consumption, the bulk motion is directed
towards the reaction interface and its composition corresponds to that of the bulk phase,
while in the case of net production the bulk motion is directed away from the reaction
interface and its composition corresponds to that of the reaction interface [372]. If
solutes are present in low concentrations, the effect of the bulk motion can often be
ignored [116, 372]; this assumption is also known as the stationary medium approach

[279]. The assumption of a stationary medium is usually valid for tramp elements in
liquid steel [116]. In the case of an impinging gas jet, however, the conditions for a
stationary medium approach are generally not fulfilled due to the imbalance of molar
flows of gas species onto and from the interface [1, 298]. The same considerations also
apply to metal and slag phases if the diffusing species are present in high concentrations.

In this work, the Stefan flow was taken into account for gas, liquid, and slag species
and thus a net mass flow of species was incorporated into the conservation equations.30

30An alternative mathematical formulation is to introduce a high mass flux correction factor θ , which is
employed as a multiplier of the mass transport rate induced by the concentration gradient [115, 268]. In this
work, both approaches were found to yield the same results.
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Employing the first-order upwind method for the Stefan flow, the conservation of species
i in phase ψ at reaction interface ω is defined by

βi,ψ,ω ρψ,ω
(
yi,B− y∗i,ω

)

︸ ︷︷ ︸
mass transport

+max(m′′ψ,ω ,0)yi,B−max(−m′′ψ,ω ,0)y
∗
i,ω

︸ ︷︷ ︸
Stefan flow

+
r

∑
k=1

R′′k,ω ν i,k

︸ ︷︷ ︸
chemical reactions

= 0 , (226)

where B denotes the bulk phase and m′′ is the total mass flux. It should be noted that
all properties are specific to the reaction interface in question. In order to account for the
conservation of mass within the metal droplets, the following expression is employed
for species in the metal phase at the metal droplet interface:

(
mmd

Amdtmd
−m′′L,md

)
η i,M,md(yi,bath− y∗i,md)

︸ ︷︷ ︸
mass transport

+m′′L,mdyi,bath

︸ ︷︷ ︸
Stefan flow

+
r

∑
k=1

R′′k,mdν i,k

︸ ︷︷ ︸
chemical reactions

= 0 , (227)

where mmd, Amd, and tmd are the mass, surface area, and average residence time of
the metal droplets, respectively, and η i,M,md is the average microkinetic efficiency for
the mass transfer of species i in the metal droplets. The average microkinetic efficiency
was calculated based on the average residence time of the metal droplets:

η i,M,md =
yi,bath− yimd

yi,bath− y∗imd

= 1− exp
(
−βi,L,md

Amd

Vmd
tmd

)
(228)

The total mass flux of phase ψ at the reaction interface ω is given by:

m′′ψ,ω =−
n

∑
i=1

r

∑
k=1

Γi,ω R′′k,ω ν i,k , (229)

where Γi,ψ is a binary operator, which is defined as 1 if species i is in phase ψ and
0 otherwise. The differential equations for the conservation of mass were integrated
with respect to time using the implicit Euler method, i.e. the backward Euler method,
which is a first-order method and well-suited for stiff equations [451–453]. Explicit
methods, such as the explicit Euler method or the fourth-order Runge-Kutta method, are
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sensitive to the employed step size in the case of stiff equations. In general, higher-order
methods exhibit smaller truncation errors than first-order methods, but require more
function evaluations [451–453].31 Accounting for the contributions of both interfaces,
the conservation of species i in the metal bath, gas jet and top slag are expressed by Eqs.
230, 231 and 232, respectively.

−βi,L,cavρL,cavAcav
(
yi,bath− y∗i,cav

)

︸ ︷︷ ︸
mass transport (cavity interface)

−max(m′′L,cav,0)Acavyi,bath +max(−m′′L,cav,0)Acavy∗i,cav

︸ ︷︷ ︸
Stefan flow (cavity interface)

−
(

mmd

tmd
−m′′L,mdAmd

)
η i,M,md(yi,bath− y∗i,md)

︸ ︷︷ ︸
mass transport (metal droplet interface)

−m′′L,mdAmdyi,bath

︸ ︷︷ ︸
Stefan flow (metal droplet interface)

−
mbathyi,bath−mt−∆t

bath yt−∆t
i,bath

∆t
︸ ︷︷ ︸

accumulation of mass

= 0 , (230)

∑
ω



−βi,G,ω ρG,ω Aω

(
yi,jet− y∗i,ω

)

︸ ︷︷ ︸
mass transport

−max(m′′G,ω ,0)Aω yi,jet +max(−m′′G,ω ,0)Aω y∗i,ω

︸ ︷︷ ︸
Stefan flow




+ ṁG,in,lanceyi,in,lance + ṁG,in,plumeyi,in,plume

︸ ︷︷ ︸
gas input

− ṁG,outyi,jet

︸ ︷︷ ︸
gas exit

−
mjetyi,jet−mt−∆t

jet yt−∆t
i,jet

∆t
︸ ︷︷ ︸

accumulation of mass

= 0 ,

(231)

31Depending on the studied case, the smaller truncation errors need to be weighted against the higher
computational expense depending on the studied case (see e.g. Meier et al. [454]). In the model presented
here, the conservation of mass and energy are solved successively and hence relatively small time steps have
to be used regardless of the employed time integration method.
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∑
ω



−βi,S,ω ρS,ω Aω

(
yi,slag− y∗i,ω

)

︸ ︷︷ ︸
mass transport

−max(m′′S,ω ,0)Aω yi,slag +max(−m′′S,ω ,0)Aω y∗i,ω

︸ ︷︷ ︸
Stefan flow




−
mslagyi,slag−mt−∆t

slag yt−∆t
i,slag

∆t
︸ ︷︷ ︸

accumulation of mass

= 0 , (232)

where A denotes the surface area, mbath is the mass of the metal bath, mjet is the mass
of the gas jet, mslag is the mass of the top slag, and ∆t is the time step. The corresponding
expressions for the conservation of the total mass in the metal bath, gas jet, and top slag
are written simply by summation of the mass transport terms.

6.2.3 Conservation of energy

Following the formulation for the conservation of species and mass, the conservation of
energy at the cavity interface was determined according to

αL,cav (Tbath−T ∗cav)+αG,cav
(
Tjet−T ∗cav

)
+αS,cav

(
Tslag−T ∗cav

)

︸ ︷︷ ︸
heat transport

−
r

∑
k=1

R′′k,cav∆hk

︸ ︷︷ ︸
chemical
reactions

= 0 , (233)

where α denotes the heat transfer coefficient, Tbath is the temperature of the metal
bath, Tjet is the temperature of the gas jet, Tslag is the temperature of the top slag, T ∗cav is
the interfacial temperature of the cavity, and ∆h is the specific reaction enthalpy. The
conservation of energy at the metal droplet interface was defined according to

mmd

Amdtmd
cp,LηH,md (Tbath−T ∗md)+αG,md

(
Tjet−T ∗md

)
+αS,md

(
Tslag−T ∗md

)

︸ ︷︷ ︸
heat transport
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−
r

∑
k=1

R′′k,md∆hk

︸ ︷︷ ︸
chemical
reactions

= 0 , (234)

where T ∗md is the interfacial temperature of the metal droplets and ηH,md is the
average microkinetic efficiency of the heat transfer in the metal droplets:

ηH =
Tbath−Tmd

Tbath−T ∗md
= 1− exp

(
−αL,md

Amd

mmdcp,L
tmd

)
. (235)

where Tmd is the temperature of the metal droplets. Using the implicit Euler method
for time integration, conservation of energy in the metal bath, gas jet, and top slag is
defined by Eqs. 236, 237, and 238, respectively.

−αL,cavAcav (Tbath−T ∗cav)

︸ ︷︷ ︸
heat transport (cavity interface)

− mmd

tmd
cp,LηH,md (Tbath−T ∗md)

︸ ︷︷ ︸
heat transport (metal droplet interface)

−∑
ω

n

∑
i=1

r

∑
k=1

Γi,LR′′k,ω ν i,kAω cp,i (Tbath−T ∗ω)

︸ ︷︷ ︸
heating of species

−qliningAlining

︸ ︷︷ ︸
heat losses through

refractory lining

−mbathcp,bath
Tbath−T t−∆t

bath
∆t

︸ ︷︷ ︸
accumulation of energy

= 0 , (236)

∑
ω



−αG,ω Aω

(
Tjet−T ∗ω

)

︸ ︷︷ ︸
heat transport

−
n

∑
i=1

r

∑
k=1

Γi,GR′′k,ω ν i,kAω cp,i
(
Tjet−T ∗ω

)

︸ ︷︷ ︸
heating of species




+ ṁG,in,lance

Tjet∫

Tin,lance

cp,lance dT + ṁG,in,plume

Tjet∫

Tplume

cp,plume dT

︸ ︷︷ ︸
heating of injected gas
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−mjetcp,jet
Tjet−T t−∆t

jet

∆t
︸ ︷︷ ︸

accumulation of energy

= 0 , (237)

∑
ω



−αS,ω Aω

(
Tslag−T ∗ω

)

︸ ︷︷ ︸
heat transport

−
n

∑
i=1

r

∑
k=1

Γi,SR′′k,ω ν i,kAω cp,i
(
Tslag−T ∗ω

)

︸ ︷︷ ︸
heating of species




−qslagAslag

︸ ︷︷ ︸
heat losses

through slag

−mslagcp,slag
Tslag−T t−∆t

slag

∆t
︸ ︷︷ ︸

accumulation of energy

= 0 , (238)

where qlining is the heat flux through the refractory materials, Alining is the surface
area of the refractory materials, qslag is the heat flux through the top slag, and Aslag is
the cross-sectional surface area of the top slag. The heat flux through the refractory
lining was set to qlining = 12500 W/m2 as in [44]. The heat losses through the slag were
determined on the basis of radiative heat transfer through the mouth of the vessel as
described in Article I. The cooling effect of side-blowing is calculated separately by the
earlier-proposed model for side-blowing [44].

6.2.4 Geometry of the cavity

Molloy [455] distinguished three cavity modes, namely dimpling, splashing, and
penetrating. The cavity modes can be distinguished based on the frequency and
amplitude of cavity oscillation [456].32 Dimpling refers to a mere depression of the
surface without droplet formation [455]. In this mode, practically no pulsation of
the cavity takes place [458]. With higher dynamic pressure of the gas jet, the mode
changes to a splashing mode and outwardly directed splashes start to form at the edges
of the depression [455]. Moreover, the cavity starts to oscillate both in diameter and
depth [432, 455, 458]. Fig. 24a illustrates the gas jet impact area with a 1-hole lance
in splashing mode. A further increase in the dynamic pressure of gas jet leads to the
penetrating mode [455]. The shift from splashing to penetrating mode is characterised
32The results of a recent study by Sabah and Brooks [457] suggests that the cavity modes can be distinguished
also based on the amplitude and frequency of sound produced from the bath.
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by deeper penetration, reduction of outwardly directed splashes, and more intense
oscillation of the cavity [432, 458]. Nevertheless, Sabah and Brooks [459] have shown
that irrespective of the cavity mode, most of the power of the gas jet is consumed in
dissipation and splashing, whereas the formation of the cavity consumes a relatively
small amount of energy. Okhotskii et al. [444] have suggested that the liquid metal
might be entrapped and vaporised by the gas jet in the penetrating mode.

In the case of multi-hole lances, the gas jets may – depending on the inclination
angle of the gas jets – either coalesce and form only one large cavity, or penetrate the
bath surface as three separate jets, whereupon each gas jet will form its own cavity
[460, 461]. It should be noted that even if the gas jets do not coalesce, the coalescence
of cavities may occur if they are sufficiently close to each other [462]. A schematic
illustration of the gas jet impact area is shown in Fig. 24b.

Metal flow
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Top lance
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Gas jet
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Metal droplets
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Fig 24. Schematic illustration of the gas jet impact area. Reproduced from Article
I by permission of Springer Nature.
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The dimensions of the cavities caused by top-blowing have been studied extensively
with hot models [462–464], cold models [294, 295, 464–478], and CFD models [276,
473, 474, 479–488]. Banks and Chandrasekhara [466] divided the analytical approaches
into three categories:

1. dimensional analysis, which is used to produce a correlation between the factors
affecting the cavity depth.

2. stagnation pressure analysis, which employs the dynamic pressure associated with
the centreline velocity of a free, turbulent, incompressible gas jet, and ignores the
effects of surface tension and shear on the cavity wall.

3. displaced liquid analysis, which assumes that the force exerted by the gas jet equals
the weight of the displaced liquid. Moreover, it is assumed that the shape of the
liquid surface does not significantly alter the velocity and pressure distributions of
the gas flow.

Table 19 shows the proposed penetrability correlations along with their type
corresponding to the categorisation proposed by Nordquist et al. [472]. Differences
between the correlations are quite small, as many models are based on relatively similar
assumptions. Most of the proposed models exclude the top slag entirely. Some authors
[458, 469, 477, 478] have found that the presence of a top phase affects the penetration
depth to some extent. However, Li et al. [478] suggested that the cavity diameter is
insensitive to the gas flow rate through the top lance, but depends on the lance height,
nozzle angle, and thickness of the top phase.

In order to simplify the treatment of the cavity, it was assumed that the number
of cavities is equal to the number of the gas jets and that neither chemical reactions
[479, 490, 491], nor the interference of top slag [491] affect the geometry of the
cavity. Moreover, it was assumed that the geometry of the cavity follows the form
of a paraboloid of revolution [444, 467]. The depth and diameter of the cavity were
calculated using the correlations proposed by Koria and Lange [462]:

hcav

hlance
= 4.469× Ṁ0.66

h , (239)

dcav

hlance
= 2.813× Ṁ0.282

d , (240)

where hlance is the lance height from the surface of the metal bath, while Ṁh and
Ṁd represent the vertical and horizontal components of the dimensionless momentum
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Table 19. Correlations for penetrability of gas jets.

Year Study Type Studied system(s)
1954 Collins and Lubanska [465] DLA Air–H2O
1962 Maatsch [489] DLA CO2–Sn; O2–H2O; O2–ZnCl2 solution;

CO2–oil
1963 Banks and Chandrasekhara [466] DLA Air–H2O
1966 Van der Lingen [490] DLA Air–H2O; N2–H2O; H2–H2O; Air–Hg; N2–

cast iron; O2–cast iron
1966 Wakelin [294] SPA Air–H2O; Air–Hg; CO–H2O, air–Hg
1966 Davenport et al. [295] SPA CO–H2O
1967 Flinn et al. [463] SPA O2–steel
1969 Cheslak et al. [467] SPA Air–H2O; air–wet cement
1972 Chatterjee and Bradshaw [300] SPA Various gases (air, CO2, H2, He, SO2, N2)

and liquids (H2O, ethyl alcohol, toluene,
acetone, glycerol–H2O mixtures, Hg, Ag)

1973 Chatterjee et al. [468] DLA Air–H2O
1975 Babtizmanskii et al. [464] DA Inert gas–H2O; inert gas–pig iron; O2–pig

iron
1980 Chernyatevich et al. [458] DLA O2–pig iron
1987 Koria and Lange [462] DA O2–pig iron; O2–steel
1996 Qian et al. [469] SPA Air–H2O; air–kenosene–H2O; air–corn oil–

H2O
2001 Kumagai and Iguchi [470] DA Air–H2O
2002 Olivares et al. [471] DA Air–H2O
2006 Nordquist et al. [472] SPA Air–H2O
2012 Hwang and Irons [476] SPA Air–H2O
2012 Ek and Sichen [477] SPA O2–HCl–Ga-In-Sn alloy
2014 Dong et al. [485] DA O2–steel
2016 Li et al. [478] DA Air–H2O; air–H2O–transformer oil
Notes: DLA = displaced liquid analysis; SPA = stagnation pressure analysis; DA = dimensional
analysis.

flow rates. The correlations shown in Eqs. 239 and 240 are based on a dimensional
analysis of a large set of experimental data on the penetration of oxygen jets in molten
pig iron and pure iron-carbon alloys with single- and multi-hole lances. Results of other
studies suggest that the penetration depth correlation given in Eq. 239 exhibits good
agreement with CFD calculations for hot atmospheres [486], but poor agreement with
cold experiments with water [472] or Ga-In-Sn alloy [477]. However, Eqs. 239 and 240
do not account for the effect of the top slag.
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6.2.5 Splashing of metal droplets

If the momentum flux of the top-blown gas jet is sufficiently high, the liquid surface
becomes unstable and the splashing of metal droplets occurs [411, 492]. Owing to
similar physical properties of carbon and stainless steels, it is reasonable to expect that
the mechanism of droplet generation due to top-blowing, excluding the foaming of
slag, is essentially similar to the BOF process, for which quantitative descriptions are
available in the literature [411, 420, 425, 437–441]. Standish and He [493] identified
two regions of droplet generation:

1. the dropping region, in which single droplets are gradually formed and ejected. This
is the mechanism of droplet generation, when the gas flow rate is relatively low.

2. the swarming region, in which not only single droplets but large tears of liquid phase
are ejected from the bath. This mechanism takes place when the gas flow rate is
increased past a certain limit.

The secondary break-up of the metal droplets can occur due to various reasons,
e.g. due to the aerodynamic forces of the gas jet [494, 495], impact on the slag layer
[496], bursting resulting from spontaneous CO nucleation within the droplet [410], or
interfacial instability caused by chemical reactions involving surface-active elements
[497]. On the other hand, the very smallest droplets are likely to be carried away with
the flue gas [73, 498]. However, in the absence of suitable quantitative descriptions
for the break-up mechanisms and due to uncertainties related to the trajectories of the
droplets, the effect of the various break-up mechanisms on the droplet size distribution
was not accounted for.

The generation of metal droplets is also caused by side-blowing through a mechanism
referred to as bubble bursting [282, 320, 499–503]. This phenomenon occurs when
a rising gas bubble reaches the surface of the steel and bursts creating very small
metal droplets from the thin film of steel around the bubble [282, 320, 501–504]. A
related mechanism is the entrainment of large droplets due to jet formation, which is
caused by the collapsing of the cavity after the rupture of the iron film [320, 502]. The
experimental results of Han and Holappa [503] suggest that the entrainment of metal
droplets in slag increases as the bubble size increases, but decreases as the metal–slag
interfacial tension and slag viscosity increase. In this work, it was assumed that the
effect of these phenomena on the reaction rates is essentially captured by following the
splashing generated by the top-blowing.
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Trajectory

In this work, the lifespan of the metal droplets was assumed to consist of three successive
steps. At first, the metal droplets are generated in the vicinity of the cavity, from which
they are ejected onto a gas–metal–slag emulsion. This also includes metal droplets,
which have been ejected into the atmosphere and land on the emulsion. Thereafter, the
metal droplets pass though the emulsion layer, reacting simultaneously with gas and slag
species. Finally, the metal droplets return to the metal bath, where they mix with the
metal bath immediately. The metal droplets were assumed to be spherical in geometry;
this assumption should hold well for small metal droplets [505], which make up most of
the surface area. The total mass and surface area of the metal droplets residing in the
emulsion were defined according to Eqs. 241 and 242, respectively.

mmd = ∑
i

mmd,i , (241)

Amd = ∑
i

6mmd,i

dmd,iρL
, (242)

where mmd,i and dmd,i are the mass and diameter of size class i, respectively. The
mass of the metal droplets in the size class i residing in the emulsion can be solved from

mmd,i = fmd,iṁmd min(tmd,i, t) , (243)

where fmd,i, ṁmd, and tmd,i are the mass fraction of size class i at the place of origin,
the metal droplet generation rate, and the residence time of size class i, respectively, and
t is the time.33 Because the terminal velocity of the droplets increases with increasing
droplet size [507, 508], the residence time of large droplets is likely to be shorter
than that of smaller droplets. In this work, the residence time of each size class was
determined in relation to an ideal trajectory through the emulsion layer [509]. The
terminal velocity of the metal droplets was calculated according to Subagyo and Brooks
[507].

33The relation shown in Eq. 243 is essentially a reformulation of Little’s law [506], which has been proven to
hold for any stable and non-preemptive system.
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Droplet generation rate

The concept of the blowing number has been employed for describing the onset of
splashing. Block et al. [411] defined the blowing number as follows:

ÑB =
V̇G,lance

dlance(hcav +hlance)
, (244)

where V̇G,lance is the volumetric gas flow rate through the top lance and dlance is
the nozzle diameter of the top lance. It should be noted that in Eq. 244, V̇G,lance is
in units of Nm3/h, while dlance, hcav, and hlance are in cm, and thus ÑB is expressed
in Nm3/(h·cm2). Block et al. [411] suggested that splashing starts, when a critical
value of the blowing number is exceeded. The critical blowing number was found to
be dependent on the surface tension of the liquid phase so that in the case of molten
steel, a typical value of the surface tension (1.5 N/m) yields a critical blowing number
of ÑB,crit = 2.0 Nm3/(h·cm2). This value is in close agreement with the experimental
values reported later by Koria [431] and Koch et al. [445]. According to Block et al.

[411], the droplet generation rate (in kg/h) can be expressed as a function of the blowing
number as follows [411]:

ṁmd = KV̇G,lance
(
ÑB− ÑB,crit

)2
, (245)

where K is constant, which was reported to be 180 kg·h2·cm4·(Nm3)−3 for liquid
iron [411]. On the basis for the definitions of blowing number given in Eqs. 247 and
244 it can be deduced that – ceteris paribus – the intensity of splashing increases as the
dynamic pressure of the gas phase increases, surface tension decreases, density of the
metal phase decreases, gas flow rate increases, or lance height decreases.

Koria and Lange [431, 448] derived an expression for the generation rate of metal
droplets based on hot modelling experiments. The droplet generation rate in the
immediate vicinity of the cavity was expressed as follows [431, 448]:

ṁmd = 0.8863mbath

(
ṁt cosθ

nlanceρLgh3
lance

)0.4

, (246)

where nlance is the number of exit ports in the top lance, ṁt is the total momentum
flow rate of the gas jet, and θ is the inclination angle of the gas jet relative to the lance
axis. It should be noted that a considerably lower prefactor of 0.0288 was calculated on
the basis of slag samples collected from an industrial scale BOF vessel [431]. The large
discrepancy between the calculated values was attributed to the sampling position [431].
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Subagyo et al. [509] defined the blowing number as a dimensionless quantity, which
relates the intensity of the jet momentum to the properties of the liquid steel and is
defined by [509]:

NB =
ρGu2

G
2
√σLgρL

=
η2 pd√σLgρL

where η =
uG

uj
, (247)

where uG is the critical gas velocity, η is constant, and pd is the dynamic pressure of
the gas jet. NB is essentially a reformulated Weber number (We), which is normalised
for the context of metal droplet generation. The blowing number is defined so that NB

= 1 represents the criterion for the onset of droplet formation [509]. The results of
other studies suggest that η is not independent of the lance height [510–514] or the gas
jet angle [515]. Therefore, although splashing increases with the increasing blowing
number in the splashing mode, an increase in the blowing number will lead to a decrease
in the splashing rate if the cavity mode changes from a splashing mode to a penetrating
mode [511–513, 516, 517]. Making use of the blowing number concept, Subagyo et al.

[509] proposed a correlation, which applies to the splashing cavity mode and is based on
hot- and cold modelling data:

ṁmd

V̇G,lance
=

(NB)
3.2

[
2.6×106 +2.0×10−4 (NB)

12
]0.2 (R2 = 0.97) , (248)

where V̇G,lance is the volumetric gas flow rate through the top lance (in Nm3/s). One
of the main differences between Eqs. 244 and 247 is that the former suggests that
the blowing number is dependent on the geometry of the cavity. As noted by Sarkar
et al. [441] and Rout et al. [516], Eq. 248 yields droplet generation rates which are
considerably below the values estimated from plant data. Rout et al. [516] have argued
that the discrepancy is caused partly by the fact that Eq. 248 has been derived for
conditions corresponding to room temperature.

In this work, the droplet generation rate was calculated according to a modified
expression proposed by Rout et al. [516]. More specifically, Rout et al. [516] modified
Eq. 248 so that the blowing number NB and the volumetric gas flow rate V̇G,lance are
temperature corrected for the conditions at the point of impact:

ṁmd

V̇ ′G,lance
=

(N′B)
3.2

[
2.6×106 +2.0×10−4 (N′B)

12
]0.2 , (249)
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where N′B is the modified blowing number and V̇ ′G,lance is the modified volumetric gas
flow rate, which is calculated by converting V̇G,lance to the pressure (pG) and temperature
(TG) of the gas at the impact point. The modified blowing number N′B can be obtained
from Eq. 247 by employing the dynamic pressure at the point of impact. In this work,
the dynamic pressure at the point of impact was calculated according to a correlation
proposed by Deo and Boom [126]. Furthermore, the variation of η as a function of the
gas jet angle was approximated by the method employed by Alam et al. [515].

Rout et al. [516] also suggested that due to the low lance height, the experiments
conducted by Subagyo et al. [509] did not actually correspond to the splashing mode, but
rather the penetrating mode of jet interaction, which – as noted earlier – is characterised
by a lower droplet generation rate than the splashing mode. For this reason, the parameter
Jeff was introduced similarly to Sarkar et al. [441] in order to calculate the effective
droplet generation rate:

ṁmd,eff = Jeff · ṁmd . (250)

It needs to be kept in mind that the value of Jeff depends on the system observed,
and is thus essentially a fitting parameter, which is evaluated based on plant data. In
their BOF model, Sarkar et al. [441] calculated the droplet generation rate based on the
expression shown in Eq. 248 and found that a reasonable agreement with the measured
metal content of the emulsion in BOF processing was obtained with a value of Jeff = 15.
Employing the same data, Rout et al. [516] found the modified expression (Eq. 249)
yields comparable results without the parameter Jeff.

It should be noted that surface active elements can have a significant effect on
the surface tension of the metal phase, thereby affecting the splashing behaviour. For
example, sulphur may increase splashing in the case of Fe–C melts [518]. In this work,
however, the effect of surface active elements on the splashing behaviour was not
accounted for.

Size distribution

An important aspect of the splashing phenomenon is the size distribution of the metal
droplets generated. A substantial contribution to understanding the interaction of molten
metal and gas jets was published by Koria and Lange [280, 281, 431, 462, 494, 495, 519–
523]. As a part of their work, they found that the size distribution of the metal droplets
at their place of birth could be described well using a slightly modified version of the
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Rosin-Rammler-Sperling (RRS) distribution [280]:34

RF = (0.001)

(
dmd,i
dlimit

)n

, (251)

where RF is the cumulative weight-fraction, n is a distribution parameter, and dlimit

is the limiting diameter, which corresponds to RF = 0.001. More specifically, n describes
the homogeneity of the droplet distribution, while dlimit is a measure of the fineness of
the distribution [280]. In this work, Eq. 251 was employed for the size distribution of
metal droplets at their place of origin. For the distribution exponent, a value of n = 1.26
was taken from Koria and Lange [280], because it represents an arithmetic mean for
relatively large data. Modifying the expression presented by Deo et al. [437] to a more
general form, the mass fraction of size class i at place of birth was calculated as follows:

fmd,i =− ln(0.001) n RF
dn−1

md,i

dn
limit

. (252)

Following the assumption of non-coalescing jets, the limiting diameter was obtained
from [281]:

dlimit = 5.513×10−6×
[

10
(

d2
t

h2
lance

)
pamb

(
1.27

p0

pamb
−1
)

cosθ
]1.206

, (253)

where p0 and pamb are the lance supply pressure (in Pa) and ambient pressure (in
Pa), respectively.

6.2.6 Mass and heat transfer coefficients

The mass and heat transfer coefficients were defined in terms of the Sherwood number
(Sh) and Nusselt number (Nu) as shown in Eqs. 254 and 255, respectively. The
definitions of other dimensionless numbers are shown in the nomenclature and are not
repeated here.

34The RRS distibution function is attributable to several studies on particle size measurement by Frechet [524]
and Rosin et al. [525–527]. Later, Weibull [528, 529] showed that the distribution function could also be used
in other fields of statistics. For this reason, the RRS distribution is more commonly known as the Weibull
distribution [530].
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Sh =
mass transfer rate

diffusive mass transfer rate
=

βL
D

, (254)

Nu =
heat transfer rate

conductive heat transfer rate
=

αL
λ

, (255)

where D is the mass diffusivity, L is the characteristic length, and λ is the heat
conductivity. In order to avoid excessive indexation, the employed correlations are –
where possible – shown without reference to species, phases, or interfaces.

The cavity interface

At the cavity interface, the characteristic length (L) was set equal to the cavity radius
(rcav). In the absence of more suitable correlations, the mass transfer correlations
employed for the gas jet were taken from Oeters [1]. His correlations are based on the
experimental data for impinging air jet and water published by Lohe [297] and are
shown in Eq. 256.35 Similarly to Dogan et al. [420], the values of Re and Sc were
defined based on the properties of the gas film at the impact surface. More specifically,
the critical gas velocity, which can be calculated from the free axial velocity of the gas
jet, was taken as the characteristic velocity for the gas phase mass transfer.

Sh =





1.41Re0.51Sc0.33 when 2×103 ≤ Re≤ 3×104

0.41Re0.75Sc0.33 when 3×104 ≤ Re≤ 2×105
. (256)

The mass transfer coefficient of the metal phase in contact with the top-blown
oxygen was determined based the turbulent mass transfer model proposed by Levich
[290]. The turbulent diffusion boundary layer thickness and the corresponding Sherwood
number were defined according to Eqs. 257 and 258, respectively [1, 287].

δN =

√
DLσequiv

0.41ρLu3
τ
, (257)

Sh =
rcav

2δN
, (258)

35It should be noted that the exponent of Sc in Eq. 256 at higher Re values was reported as 0.33 in the original
version [1] and 0.53 in the newer English translation [357]. In this work, the exponent 0.33 was employed in
the calculations as this value is more in keeping with the mass transfer theory and corresponding correlations
[279]. Nevertheless, the predicted Sc ≈ 1 and hence the exponent of Sc has virtually no effect on the results.
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where uτ is the turbulent shear stress velocity and σequiv is the equivalent surface
tension. The thickness of the thermal boundary layer (δPr) can be obtained from Eq.
257 by replacing the mass diffusivity DL with the ratio µL/ρL, i.e. kinematic viscosity
νL. As a first approximation, the mass transfer coefficients of the slag species were
calculated similarly to the metal species, but using the properties of the slag species.
The turbulent shear stress velocity was calculated on the basis of the momentum transfer
between the gas jet and the metal bath similarly to Memoli et al. [480]. The heat
transfer coefficients for gas, metal, and slag phases were derived from the mass transfer
correlations according to the analogue of heat and mass transfer by replacing the
Sherwood number (Sh) and the Schmidt number (Sc) with the Nusselt number (Nu) and
the Prandtl number (Pr), respectively.

The metal droplet interface

At the metal droplet interface, the characteristic length L was set equal to the Sauter
mean size of the metal droplets in the emulsion (d32,md). The critical gas velocity (uG)
was defined as the characteristic velocity for the gas phase mass transfer, while the
average terminal velocity of the metal droplets in the emulsion (umd) was employed as
the characteristic velocity for the slag phase mass transfer. The mass transfer coefficients
of the gas species were determined according to the Steinberger and Treybal [354]
correlation (Eqs. 259 and 260), which accounts for the effects of both natural and forced
convection.

Sh = Sh0 +0.347(ReSc1/2)0.62 , (259)

Sh0 =





2+0.569(GrSc)1/4 for GrSc < 108

2+0.0254(GrSc)1/2Sc0.244 for GrSc > 108
, (260)

where Gr is the mean Grashof number. In small metal droplets, mass transfer
takes place almost entirely by diffusion, while larger droplets may exhibit uninhibited
circulatory flow [1, 338, 531]. In this work, it was assumed that only creeping laminar
circulation takes place within the metal droplets, and hence the mass transfer coefficient
was calculated according to the Kronig and Brink [328] solution (Eq. 261).36 The mass
transfer in the slag phase surrounding the metal droplets was calculated according to Eq.

36The expression shown in Eq. 261 was taken from Colombet et al. [324].
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262, which is valid for fluid spheres in creeping flow [352].

Sh =
32
3

∞
∑

i=1

[
A2

i λi exp(−16λiFoM)
]

∞
∑

i=1

[
A2

i exp(−16λiFoM)
] , (261)

Sh = 0.65
(

µS

µS +µL

)1/2

Re1/2Sc1/2 , (262)

where FoM is the Fourier number for mass transfer. The values for parameters Ai

and λi were obtained from the literature [329]. Here, the average residence time of the
metal droplets (tmd) was employed as the characteristic time in Fourier number for mass
transfer (FoM) and in the corresponding Fourier number for heat transfer (FoH). By
making use of the analogue of heat and mass transfer, the heat transfer correlations were
obtained by substituting Sh, Sc, and FoM with Nu, Pr, and FoH, respectively [279].

6.3 A model for the reduction stage (Article III)

The aim of the reduction stage is decrease the losses of valuable metallics to the top slag
in order to improve the overall economy of the process. For this purpose, reductants
and fluxes are added to the vessel [128]. Typical ferrous reductants have a density
lower than that of iron (see Table 20) and are thus subject to buoyancy induced by the
density difference. Reductants with a density higher than that of the top slag should, in
principle, eventually settle between the metal and slag phases, while lighter reductants
should rise on top of the slag phase. Nevertheless, the trajectories of the reductant
particles are likely to be affected considerably by the fluid flows in the metal bath. In a
physical modelling study of the reduction stage, Guthrie et al. [128] found that the
wooden reductant particles were generally well-mixed in a "metal–slag" foam, viz. a
mixture of the zinc chloride and silicone oil used to represent the metal and slag phases,
respectively. The particles showed a tendency to return back to the plume along the
sidewalls, only to be lifted by the plume back to the foam [128].

The reduction stage is characterised by efficient mixing induced by vigorous argon
stirring [62, 99, 102, 103]. Physical [102, 128] and numerical [62, 101] modelling studies
on the reduction stage of the AOD process suggest a relatively strong emulsification of
the top slag. In this work, it was assumed that the reactions during the reduction stage of
the AOD process take place solely between emulsified slag droplets and metal bath.
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Table 20. Properties of ferrous reductants, liquid steel and slag.

Material State Density [kg/m3] Melting point [K] Reference
50FeSi Solid 6100 1683 [532]
75FeSi Solid 2800 1589 [533]
SiMn Solid 6120 1488 [533]
Steel (0.1 wt-% C) Liquid (at 1873 K) 7050 1803 [533]
CaO-SiO2-Cr2O3 slag Liquid 3200–3500 1758 [533]

6.3.1 Conservation of species, mass, and energy

The parallel reversible reactions considered by the model are the same as in the top-
blowing model, i.e. Eqs. 213–219 (p. 152), and are not repeated here. Because the
reactions are formulated as reversible, the simple oxidation reactions form a complex
reaction system, in which species with a higher oxygen affinity are able to reduce oxides
of species with a lower oxygen affinity, thereby establishing a competitive equilibrium at
the reaction interface. The rate expressions were formulated according to the modified
law of mass action, while the forward reaction rate coefficients were treated according
to the reaction quotient method. The mass transport terms were formulated according to
the stationary medium approach [279]. Consequently, the conservation of species i in
phase ψ at the slag droplet interface (sd) was defined as

βi,ψ,sdρψ,sd
(
yi,B− y∗i,sd

)

︸ ︷︷ ︸
mass transport

+
r

∑
k=1

R′′k,sdν i,k

︸ ︷︷ ︸
chemical reactions

= 0 , (263)

where β is the mass transfer coefficient, ρ is the density, y is the mass fraction, y∗ is
the interfacial mass fraction, ν is the mass-based stoichiometric coefficient, and R′′ is
the reaction rate flux. Employing the implicit Euler method for time integration, the
conservation of species i of phase ψ in bulk phase B was defined according to

−βi,ψ,sdρψ,sdAsd
(
yi,B− y∗i,sd

)

︸ ︷︷ ︸
mass transport

−
mByi,B−mt−∆t

B yt−∆t
i,B

∆t
︸ ︷︷ ︸

accumulation of mass

= 0 , (264)

where A is the reaction area and ∆t is the time step. The conservation of total masses
in the bulk phases was defined by summation of the mass transport terms of individual
species. The conservation of heat at the slag droplet interface was defined as
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αL,sd (Tbath−T ∗sd)+αG,sd
(
Tplume−T ∗sd

)
+αS,sd

(
Tslag−T ∗sd

)

︸ ︷︷ ︸
heat transport

−
r

∑
k=1

R′′k,sd∆hk

︸ ︷︷ ︸
chemical reactions

= 0 ,

(265)
where ∆hk is the specific enthalpy change of reaction k. In addition, the conservation

of energy was defined in each of the bulk phases (metal bath, plume gas, and top slag).
Their mathematical treatment, however, is not repeated here. The effect of refractory
wear on the slag composition is calculated by assuming a fixed dissolution rate of
refractory material into the slag. The dissolution rate is calculated from the loss of
refractory lining thickness per heat.

6.3.2 Emulsification of slag

At the metal–slag interface, the turning flow of the molten metal can detach slag
droplets, which brings about a considerable increase in the metal–slag interfacial
area [1, 234–236, 534]. A schematic illustration of the emulsification mechanism is
shown in Fig 25. Because the density of the slag droplets is much lower than that of
molten steel, the buoyancy force eventually lifts the slag droplets back to the top slag
[1, 234–236, 534]. There is little information on the size distributions and residence
times of slag droplets in converter and ladle processes. Some useful experimental
information has been provided by Lachmund et al. [535], who analysed slag droplet
size distributions in a ladle treatment using a metal plate, which was lowered into the
ladle. In contrast to the lack of data from actual processes, emulsification has been
studied extensively with physical models [365, 534, 536–542]. Although the results are
not directly applicable to industrial processes, these studies have provided valuable
information on the physical properties and mechanisms affecting the emulsification
phenomena. In recent years, CFD-based methods have also been applied for detailed
studies of emulsification [234–236, 542, 543].

The description of emulsification employed in this work is based on the fundamental
principles of emulsification proposed by Wei and Oeters [1, 534] and no consideration is
given to periodic changes due to plume oscillation or possible disintegration of the
slag droplets. The condition for droplet formation can be described according to the
following force balance [1, 534]:
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Metal bath

Fig 25. Schematic illustration of slag emulsification. Adapted from [1].

Finertia ≥ Finterface +Fbuoyancy cosα , (266)

where Finertia is the inertial force of the slag, Finterface is the interfacial force, Fbuoyancy

is the buoyancy force, and α is the angle between the buoyancy vector and the vertical
axis; these are defined according to Eqs. 267, 268 and 269, respectively [1].

Finertia =
1
2

ρSu2
i

π
4

d2
sd , (267)

Finterface = σL-Sπdsd , (268)

Fbuoyancy = g(ρL−ρS)
1
6

πd3
sd , (269)

where dsd is the diameter of the slag droplets and σL–S is the metal–slag interfacial
tension. The detachment of slag droplets takes place, if the velocity of the slag phase at
the break away point, i.e. the interfacial velocity ui, exceeds a critical value [1]. If the
critical velocity is exceeded, the diameter of the droplets can be calculated as follows
[1, 534]:

dsd =
3
8

ρSu2
i

g(ρL−ρS)

[
1−
(

1− 128σL–Sg(ρL−ρS)cosα
3ρ2

Su4
i

)1/2
]
. (270)

where α is the angle between the inertial and vertical force. The number of droplets
generated per unit time can be calculated based on the energy balance of the work
required to detach a single droplet and the kinetic energy supplied by the downwardly
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flowing slag boundary layer [1]. The work required for detaching a single droplet (Wsd),
the kinetic energy per time unit (Ėkin), and the total kinetic energy (Ėkin,tot) are given by
Eqs. 271, 272, and 273, respectively [1].

Wsd = πd2
sdσL–S +

1
6

πd4
sdg(ρL−ρS)cosα , (271)

Ėkin =

δS∫

0

1
2

u3
SρSdsd dx≈ 0.4153dsdρ1/2

S µ1/2
S L1/2u

5/2
i , (272)

Ėkin,tot = Ėkinπ
dplume

dsd
, (273)

where uS is the velocity profile in the top slag at the height of the droplet detachment,
L is the streamed length, and dplume is the diameter of the plume at the metal–slag
interface. The number of droplets generated per unit time can be obtained with the help
of Eqs. 271, 272, and 273 [1]:

Ṅsd =
Ėkin,tot

Wsd
=

0.4153dplumeρ1/2
S µ1/2

S L1/2u
5/2
i

d2
sdσL–S +

1
6 πd4

sdg(ρL−ρS)cosα
. (274)

As seen from Eq. 274, the calculated droplet formation rate increases with increasing
streamed length (i.e. thickening slag layer) and increasing interfacial velocity, respec-
tively [1]. In this work, the streamed length (L) was taken as equal to the height of the
slag layer (hslag) similarly to Lachmund et al. [535]. The diameter of the gas plume in
the studied converter was assumed to be dplume = 1.5 m based on a CFD study [544],
while the angle between the inertial and vertical force was assumed to be α = 30◦ based
on a physical modelling study [541]. The interfacial velocity ui is determined iteratively
from Eqs. 275–278 [1].

ui = uL×U , (275)

uL = uL,0 +
2
3

[
2g
(

1− ρS

ρL

)
Lcosα

]1/2

, (276)

U = 0.1367
(

ρL

ρS

)2/3(uLL
νS

)1/3(uLL
νL

)−2/15

·
[(

1−U
)(

0.1108−0.0693U
)]2/15

, (277)

uL,0 =
√

2gh , (278)
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where ν denotes the kinematic viscosity, h is the height of the top of plume above
the surface slag, and U is the dimensionless velocity. Here, it was assumed that the
spout does not rise above the level of the top slag and thus h = 0. It should be noted that
some of the underlying assumptions [1, 534] of Eqs. 275–278 may be violated due to
the highly turbulent conditions prevailing in the AOD process, and for this reason, the
calculated interfacial velocity needs to be interpreted with care. The total surface area of
the droplets at time t = t1 was approximated as follows:37

Asd(t) =
∫ t1

max(t1−tsd,max,0)
πd2

sd(t)Ṅsd(t) dt ≈
t1

∑
t=max(t1−tsd,max,0)

πd2
sd(t)Ṅsd(t) δ t , (279)

where tsd,max is the maximum average residence time of the slag droplets, dsd is the
diameter of the slag droplets, Ṅsd is the number of droplets generated per unit time, and
δ t is a small time increment, which was taken as δ t = 1 s. The average residence time of
the slag droplets is defined as tsd = min(tsd,max, t).

Some estimates on the validity of Eqs. 270 and 274 are available in the literature.
Wei and Oeters [534] conducted physical modelling experiments, in which water and
cyclohexane were used to represent steel and slag, respectively. Fig. 26 illustrates the
average droplet diameter and droplet generation rate measured by Wei and Oeters [534]
in comparison to the theoretical values calculated using Eqs. 270 and 274, respectively.
The agreement between the measured and calculated droplet size is good at high water
stream velocities, but poor at low velocities (Fig. 26a). At low water stream velocities,
the calculated droplet generation rate is slightly higher than the measured values, while
the opposite is true at high water stream velocities (Fig. 26b).

Using a CFD model, Sulasalmi et al. [234, 236] studied emulsification of slag in a
geometry similar to that employed by Savolainen et al. [541] in their physical modelling
study. For water–oil systems, the droplet sizes calculated with Eq. 270 were found to be
slightly smaller than those measured by Savolainen et al. [541], but larger than those
predicted by the CFD model [234]. The slag droplet generation rates calculated with Eq.
274 were in close agreement with the results obtained using CFD modelling [236].

37This approximation is permitted by the fact that
b∫
a

f (x) dx = lim
δx→0

b
∑

x=a
f (x) δx.
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(a) Average droplet diameter.
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(b) Droplet generation rate.

Fig 26. Comparison of the calculated and measured average droplet diameter and
droplet generation rate in a water-cyclohexane system. Adapted from [534].

6.3.3 Mass and heat transfer coefficients

The mass and heat transfer coefficients in the boundary layers on the outside of the
slag droplets were estimated based on the penetration theory proposed by Higbie [226].
Moreover, it was assumed that the droplets behave like rigid spheres and the transport of
species within the droplets takes place only by means of diffusion. The mass and heat
transfer coefficients for metal, gas, and slag phases are given by Eqs. 280, 281, and
282.38

βL =
2√
π

√
DLusd

dsd
αL =

2√
π

ρLcp,L

√
λLusd

ρLcp,Ldsd
. (280)

βG =
2√
π

√
DGub

db
αG =

2√
π

ρGcp,G

√
λGub

ρGcp,Gdb
, (281)

βS = 12
DS

dsd
αS = 12

λS

dsd
, (282)

where D, λ , and cp denote the mass diffusivity, the heat conductivity, and the specific
heat capacity, respectively, while usd is the terminal velocity of the slag droplets in the
metal bath, dsd is the mean diameter of the slag droplets, db is the bubble diameter, and
38In Article III, Eqs. 280 and 281 were taken from Järvinen et al. [44], where the prefactor was given as
1.28. Unfortunately, this value corresponds to a correlation for spherical-cap bubbles [352] and the Higbie
correlation [226] as stated in the text; the correct prefactor of the Higbie correlation is 2√

π ≈ 1.128. Here the
equations are presented in their correct form.
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ub is the slip velocity of the gas bubbles in the metal bath. The bubble diameter db was
calculated using the equation available in [44]. A detailed description of the calculation
methods employed for the terminal velocities of slag droplets and gas bubbles are given
in Appendix 1.

6.3.4 Modifications to the original model

Some of the assumptions of the reduction model leave room for criticism. For the
internal mass transfer problem, the prefactor 12 in Eq. 282 was derived by assuming Sh
= 2 and L = 6/dsd. The mass transfer coefficient resulting from this initial approximation
is between the asymptotic solutions for rigid spheres [323] (Sh ≈ 6.6) and rigid spheres
with laminar internal circulation [328] (Sh ≈ 17.9) solutions, but relatively close to
effective laminar mass transfer in a rigid sphere [335] (Sh ≈ 14.8). Furthermore, the
surface renewal model, which assumes frictionless mass transfer, overestimates the
external mass transfer rate.

The metal–slag interfacial tension during the reduction stage was taken as σL–S =
0.49 N/m. However, this is a misunderstanding of the results reported by Fabritius et

al. [313], as the value does not represent the interfacial tension between the steel and
the slag, but rather the surface tension of the slag. Nevertheless, it is known that the
interfacial tension can have low values during intense metal–slag reactions [545] and
hence values in the order of σL–S = 0.5 N/m have often been employed in modelling
work [235, 236, 535, 546].

With the above criticisms in mind, the reduction model was modified as follows:

1. The internal mass and heat transfer within a slag droplet was calculated according
to the Newman solution [323] (Eq. 141 on p. 117). The average residence time of
the slag droplets (tsd) in the metal bath was employed as the characteristic time for
the mass and heat transfer within the droplets. The external mass and heat transfer
around the slag droplets was described by the Ranz-Marschall correlation [252, 253]
(Eq. 151 on p. 121). Here, the Sauter mean diameter of the slag droplets (d32,sd) was
employed as the characteristic lenght, while the terminal velocity of the slag droplets
(usd) was employed as the characteristic velocity.

2. The mass and heat transport terms for the slag species were modified to account for
conservation of mass and energy in the slag droplets. Furthermore, the Stefan flow
term was introduced to the conservation equations of metal and slag species. At the
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reaction interface, the conservation of slag species i in the metal and slag phases was
formulated according to Eqs. 283 and 284, respectively. The conservation of mass in
the bulk phases and the conservation of energy were formulated correspondingly.

βi,L,sdρL,sd
(
yi,bath− y∗i,sd

)

︸ ︷︷ ︸
mass transport

+max(m′′L,sd,0)yi,bath−max(−m′′L,sd,0)y
∗
i,sd

︸ ︷︷ ︸
Stefan flow

+
r

∑
k=1

R′′k,sdν i,k

︸ ︷︷ ︸
chemical reactions

= 0 , (283)

(
msd

Asdtsd
−m′′S,sd

)
η i,M,sd(yi,slag− y∗i,sd)

︸ ︷︷ ︸
mass transport

+m′′S,sdyi,slag

︸ ︷︷ ︸
Stefan flow

+
r

∑
k=1

R′′k,sdν i,k

︸ ︷︷ ︸
chemical reactions

= 0 . (284)

3. The effective metal–slag interfacial tension was assumed to be 50% of the nominal
metal–slag interfacial tension, which was calculated on the basis of the Girifalco–
Good equation [547]. Making use of the parameters applicable for the reduction
stage [313], the resulting effective interfacial tension is σL–S ≈ 0.56 N/m. This value
is slightly higher than that employed in Article IV.

4. The physical and thermochemical properties were determined as shown later in Table
22. With the exception of εSi

Si and εMn
Mn , the interaction parameters are the same as

those employed in the top-blowing model. A higher value of εSi
Si [548] was found to

be necessary to achieve a sufficiently low final Si content of the metal bath, while the
value of εMn

Mn was adjusted to provide a sufficiently high Mn content of the metal bath
(see Appendix 1).

5. Similarly to the top-blowing model, the parameter Jeff was introduced for adjusting
the slag droplet generation rate. More specifically, the effective number of droplets
generated per unit time was calculated from

Ṅsd,eff = Jeff · Ṅsd . (285)
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6.4 Common functionalities

6.4.1 Material additions

Various additions of steel scrap, ferroalloy, slag formers, and flux are added during
the AOD process. In the decarburisation stage, metal scrap can be used to cool the
metal bath and to increase the batch size, while ferroalloys are employed primarily for
alloying purposes. During the reduction stage, reductants are fed into the vessel in order
to reduce chromium oxides in the slag; typical reductants include FeSi, SiMn, and Al.
Two categories of ferroalloys can be distinguished [126]:

Class I Ferroalloys, which have a melting point lower than that of liquid steel [126].
When a cold alloy particle of Class I is added to the melt, a solid steel shell forms
around the particle [1, 126, 549]. The steel shell eventually melts and the particle
is heated to its melting point. Class I ferroalloys include FeSi, FeMn, SiMn, and
FeCr [126].

Class II Ferroalloys, which have a melting point higher than that of liquid steel [126].
Their rate of dissolution is determined by the mass transfer in liquid steel and is
generally much slower than that of class I ferroalloys [126]. Class II ferroalloys
include Mo, V, Nb, and W [126].

Most of the ferrous reductants belong to class I ferroalloys (see Table 20 on p. 172).
The melting and dissolution times of class I ferroalloys and other materials with melting
points lower than that of steel were estimated by observing the melting time of spheres.
The melting times of the additions were solved analytically from [550, 551]:

τm =
d2

pρplm
8λeff(Tbath−Tm)

, (286)

where dp is the particle size, ρp is the density of the particle, lm is the latent heat of
melting, λeff is the effective heat conductivity of the material, and Tm is the melting
temperature. In order to account for the effect of shell formation, the effective heat
conductivities of the materials were fitted to the experimental melting times of 50FeSi
[552], 75FeSi [533], SiMn [533], steel scrap [553], and nickel-bearing ferroalloys [554].
For particle sizes in the range of 50 mm, a reasonably good agreement with experimental
data was achieved by assuming a linear dependency of the effective heat conductivity on
the particle size. The feeding time of the additions was taken into account by employing
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a constant feed rate separately for each batch of additions. The effect of material
additions on the temperature of the metal bath was calculated explicitly. With respect to
slag formers and fluxes, it was assumed that they dissolve and mix instantaneously with
the top slag.

6.4.2 Thermodynamic properties

The equilibrium constants of the studied reactions were calculated at the temperature of
the reaction interface:

K = exp
(
−∆G◦

RT ∗

)
where ∆G◦ = ∆H◦−T ∗∆S , (287)

where ∆G◦, ∆H◦, and ∆S◦ are the changes in standard Gibbs free energy, enthalpy,
and entropy of reaction, respectively. The Henrian standard state was employed for the
species in the liquid metal phase (point B in Fig. 27), while the Raoultian standard state
was employed for species in the slag phase (point A in Fig. 27). The non-ideality of the
slag and gas species were taken into account by making use of available activity models;
a more detailed description of these models is provided in the following sections. The
detailed treatment of the thermochemical properties is described in Appendix 1.
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Fig 27. Thermodynamic standard states. Adapted from [404].
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Gas partial pressures

The gas phase was assumed to obey the ideal gas law. Therefore, the partial pressures of
species at the reaction interfaces can be obtained using Dalton’s law [555]:

pi = x∗i pG , (288)

where pG is the total gas pressure (in atm). The pressure changes in a free gas jet
are sufficiently small to be ignored [492] and therefore the total pressure at the cavity
and metal droplet interfaces was defined as equal to the pressure of the surrounding
atmosphere, pG,cav = pG,md = pamb. In the case of the reduction model, it was assumed
that the ferrostatic pressure near the metal–slag interface is negligible and that the total
pressure at the slag droplet interface is equal to the ambient pressure, pG,sd = pamb.

Activities of dissolved species

The Henrian activities of species dissolved in liquid iron can be expressed in terms of
the mole fraction multiplied by the Henrian activity coefficient:

aH
i = γH

i xi . (289)

The Wagner formalism represents the MacLaurin series expansion of the activity
coefficient in terms of ε interaction parameters [556]. Consequently, the Henrian activity
coefficient of species i can be expressed according to [556]:

lnγH
i = ln

(
γR

i
γ◦i

)
=

n

∑
j=2

ε j
i x j

︸ ︷︷ ︸
first-order

interactions

+
n

∑
j=2

ρ j
i x2

j

︸ ︷︷ ︸
second-order
interactions

+
n−1

∑
j=2

n

∑
k= j+1

ρ jk
i x jxk

︸ ︷︷ ︸
second-order

cross-interactions

+R(x3)

︸ ︷︷ ︸
error
term

, (290)

where γR
i is the Raoultian activity coefficient, γ◦i is the activity coefficient at infinite

dilution, ε is the molar first-order interaction parameter, ρ is the molar second-order
interaction parameter, and R(x3) represents the sum of the terms higher than the third
order. Because suitable higher-order parameters are rarely available, it is more common
to truncate the MacLaurin series after the first-order terms [556]. As a result, the
following well-known expression is obtained [556]:
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lnγH
i = ln

(
γR

i
γ◦i

)
=

n

∑
j=2

ε j
i x j . (291)

Although Eq. 291 is applicable for activity coefficients in the dilute region, the
thermodynamic inconsistency of the truncated MacLaurin series can induce inaccuracy
at high solute concentrations [254, 556, 557]. For this reason, the Wagner formalism
is not recommendable for stainless steel melts [556]. Attempts have been made to
extend the ε approach for concentrated solutions. Pelton and Bale [254] proposed the
unified interaction parameter (UIP) formalism, which combines the Wagner-Lupis-

Elliott (WLE) formalism [558], Darken’s quadratic formalism [559, 560], and Margules
formalism [561]; it reduces to WLE formalism at infinite dilution and to Darken’s
quadratic formalism in solutions. The Henrian activity coefficient of species i is
expressed according to [254]:

lnγH
i = ln

(
γR

i
γ◦i

)
= −0.5

n

∑
j=1

n

∑
k=1

εk
j x jxk

︸ ︷︷ ︸
interaction

with solvent

+
n

∑
j=1

ε j
i x j

︸ ︷︷ ︸
interaction

with solutes

. (292)

Ma et al. [557] proposed an ε formalism, which is thermodynamically consistent
with the Gibbs-Duhem relationship. The Ma et al. [557] formalism has been employed
particularly for stainless steel melts [556, 562, 563]. In comparison to the UIP formalism,
it provides a more rigorous description for the effect of solvent on the activity of solutes
[557, 564]. The Raoultian activity coefficient of the solvent and the Henrian activity
coefficient of the solutes are expressed according to Eqs. 293 and 294.

lnγR
solvent =

m

∑
i=2

ε i
i [xi + ln(1− xi)]

−
m−1

∑
j=2

m

∑
k= j+1

εk
j x jxk

(
1+

ln(1− x j)

x j
+

ln(1− xk)

xk

)

+
m

∑
i=2

m

∑
k=2(k 6=i)

εk
i xixk

(
1+

ln(1− xk)

xk
+

1
1− xk

)

+
1
2

m−1

∑
j=2

m

∑
k= j+1

εk
j x2

jx
2
k

(
1

1− x j
+

1
1− xk

−1
)

−
m

∑
i=2

m

∑
k=2(k 6=i)

εk
i x2

i x2
k

(
1

1− xi
+

1
1− xk

+
xi

2(1− xi)2 −1
)
. (293)
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lnγH
i = ln

(
γR

i
γ◦i

)
= lnγR

solvent− ε i
i ln(1− xi)

−
m

∑
k=2(k 6=i)

εk
i xk

[
1+

ln(1− xi)

xk
− 1

1− xi

]

+
m

∑
k=2(k 6=i)

εk
i x2

kxi

(
1

1− xi
+

1
1− xk

+
xi

2(1− xi)2 −1
)
. (294)

In this work, the activities of the dissolved species were calculated with the UIP
formalism [254] based on the interfacial composition and hence x was replaced by x∗ in
Eq. 292. The employed molar first-order interaction parameters were obtained from the
literature [548, 565–568] and are tabulated in Appendix 1. In order to find possible
differences, the Wagner, UIP, and Ma et al. formalisms were compared for stainless
steel melts. Ceteris paribus, the deviations in the predicted activities of the main species
were found to be small even in the case of concentrated solutions such as liquid stainless
steels.

Activities of slag species

Various models have been proposed for calculating activities in molten slags; these
include the regular solution model [569], modified quasi-chemical model [570–574],
reciprocal ionic liquid model [575], cell model [576], polymerisation model [577–580],
the molecular interaction volume model [581, 582], and various empirical models
[49, 583–585].39 Regular solution models constitute one of the most simplistic types of
slag models. The main assumptions of regular solution models are that the atoms are
distributed randomly on the sites of a three-dimensional lattice (which has no vacancies)
and that the energy of the system is defined as the sum of pairwise interactions [588]. In
the regular solution model proposed by Ban-Ya [569], the Raoultian activity coefficients
of the slag species are calculated as follows [569]:

RT lnγR
i =

n

∑
j=1
j 6=i

αi jX2
j

︸ ︷︷ ︸
first-order

interactions

+
n

∑
j=1
j 6=i

n

∑
k= j+1

k 6=i

(
αi j +αik−α jk

)
X jXk

︸ ︷︷ ︸
second-order
interactions

+∆Gi,conv

︸ ︷︷ ︸
conversion

energy

, (295)

39More detailed reviews of the activity models are available in the literature [586, 587].
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where α is the interaction energy between cations, X is the cation fraction, and
∆Gconv is the conversion energy of the activity coefficient between a hypothetical regular
solution and a real solution. Although the parameters for chromium-containing slags are
available in the literature [178], they are not applicable to the high basicity ratios typical
for AOD processing.

In this work, the activity coefficients of slag species were calculated according to
the model employed by Wei and Zhu [49]. The Raoultian activity coefficients of FeO,
Cr2O3, MnO, and SiO2 are given by Eqs. 296, 297, 298, and 299, respectively [49].

log10 γR
FeO =

ε1

T ∗
(x∗CaO + x∗MgO)(x

∗
SiO2

+0.25x∗AlO1,5
)

+
ε2

T ∗
x∗MnO(x

∗
SiO2

+0.45x∗CrO1.5
)+

ε3

T ∗
x∗AlO1.5

x∗SiO2

+
ε4

T ∗
x∗MnOx∗AlO1.5

+
ε5

T ∗
x∗CrO1.5

x∗SiO2
, (296)

log10 γR
Cr2O3

= log10 γR
FeO−

ε6

T ∗
(x∗CaO + x∗MgO)−

ε7

T ∗
x∗MnO−

ε5

T ∗
x∗SiO2

, (297)

log10 γR
MnO = log10 γR

FeO−
ε2

T ∗
(x∗SiO2

+0.45x∗CrO1.5
)− ε4

T ∗
x∗AlO1.5

, (298)

log10 γR
SiO2

= log10 γR
FeO−

ε1

T ∗
(x∗CaO + x∗MgO)

− ε2

T ∗
x∗MnO−

ε3

T ∗
x∗AlO1.5

− ε5

T ∗
x∗CrO1.5

, (299)

where ε1 . . .ε7 are the interaction coefficients of the model. Table 21 shows the
interaction coefficients reported by Wei and Zhu [49] for early and later periods of
refining. The parameters for early refining are employed in the stages involving top-
blowing, while the parameters for the later period of refining are employed in other
stages, e.g. during the reduction stage.

Table 21. Interaction coefficients of the slag model. Adapted from [49].

Interaction coefficients
Stage ε1 ε2 ε3 ε4 ε5 ε6 ε7

Early period of refining 3540 1475 1068 36 593 1594 664
Later period of refining 4130 1720 1246 42 692 1859 774

In the top-blowing model it was assumed similarly to Wei and Zhu [49] that aR
Cr2O3

=
1 if the interfacial Cr2O3 content is greater than the maximum solubility of Cr2O3 in the
slag. For this purpose, a simple regression equation for the solid fraction of the top slag
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was derived with the help of the FactSage 7.0 computational thermodynamics software
[589] (see Appendix 1).

6.4.3 Physical properties

A summary of the treatment of the physical properties is shown in Table 22. Where
applicable, the properties were defined with respect to the composition and temperature
of the considered reaction interface. The physical properties of the steel and slag phases
were estimated at the temperature of the reaction interface, while the properties of the
gas phase were defined at gas film temperatures. A more detailed description of the
sub-models is presented in Appendix 1.

Table 22. Employed values and models for physical properties. Modified from
Article I.

Property Employed value or model Notes Reference
ρL Temperature function Stainless steel (AISI 304) [590]
ρG Ideal gas law – –
ρS Partial molar volume method – [591]

µL Temperature function Stainless steel (AISI 304) [590]
µG Wilke equation Gas mixture [592]
µi,G Chapman–Enskog equation Gas species [115, 268, 593]
µS(l) Forsbacka et al. model Liquid slag [594]
µS,rel Thomas equation Effect of solid particles [595]

DL,eff Interdiffusion coefficients Values in liquid iron [596]
DG,eff 0.185 · 10–4 m2/s O2–CO binary at 273.0 K and

101325 Pa
[597]

DS,eff 5.0 · 10–10 m2/s Estimated value (decarb.) [598]
DS,eff 1.0 · 10–9 m2/s Estimated value (reduction) [598]

λL Temperature function Stainless steel (AISI 304) [590]
λG Mason–Saxena equation Gas mixture [268, 599]
λi,G Eucken equation Gas species [268]
λS 1.0 W/(m·K) Estimated value [600]

cp,L Weight-averaged value Liquid metal mixture –
cp,G Weight-averaged value Gas mixture –
cp,S Weight-averaged value Slag mixture –
cp,i Shomate equation Species [200]
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Table 22. (Continued)

Property Employed value or model Notes Reference
σL–S Girifalco–Good equation Effective metal–slag interfacial tension

assumed to be 50% of the nominal value
[547]

σL 1.5 N/m Estimated value [100]
σS 0.49 N/m Reduction stage [313]
φ 0.503 Reduction stage [313]

6.4.4 Numerical solution

The objective of the numerical solution routine is to minimise the error in free variables,
while minimising the error in thermodynamic equilibrium at the reaction interfaces. In
this work, the conservation of mass and conservation of energy were solved successively
in separate loops to obtain higher stability and better convergence. The resulting error
is negligible when the employed time step is sufficiently small. The flowchart of the
reduction and top-blowing models are similar and follow that shown in Fig. 28.

The conservation of mass and energy forms a highly non-linear system of differential
equations, which needs to be solved using numerical methods. In this work, it was
chosen to employ Newton’s method, which approximates the target function with
its tangent line [452]. Newton’s method can be expressed in vector form as follows
[322, 451]:

J∆x =−f , (300)

where J is the Jacobian matrix,40 ∆x is the correction vector, and f is the residual
vector. An expanded form of Eq. 300 is shown below:




∂ f1
∂x1

. . . ∂ f1
∂xn

...
. . .

...
∂ fn
∂x1

. . . ∂ fn
∂xn




︸ ︷︷ ︸
Jacobian
matrix




∆x1
...

∆xn




︸ ︷︷ ︸
correction

vector

=−




f1
...
fn




︸ ︷︷ ︸
residual
vector

, (301)

where f1 . . . fn are the residuals, x1 . . .xn are the free variables, ∂ f1
∂x1

. . . ∂ fn
∂xn

are the
first-order differentiates of the residuals with respect to free variables, and ∆x1 . . .∆xn

40A Jacobian matrix denotes a matrix of all first-order partial derivatives of a vector-valued function.
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Fig 28. Flowchart of the top-blowing model. Modified from Article I.
are the corrections to the free variables. The system of linear equations defined by
Eq. 301 is solved using Gauss–Jordan elimination.41 The numerical convergence of
Newton’s method is rapid near the solution – being quadratic at best – but uncertain far
away from it [451]. In fact, a poor initial approximation of the solution may prevent
convergence altogether [451]. In order to improve the stability of the numerical solution,
the vector of free variables is updated similarly to the relaxed Newton’s method [602]:

xk+1︸︷︷︸
new

values

= xk︸︷︷︸
old

values

+ γ∆xk︸︷︷︸
relaxed

corrections

for n = 0,1,2 . . .kmax , (302)

where k denotes the iteration number, γ is the relaxation factor, kmax is the maximum
number of iterations, and x0 denotes the initial approximation of the solution. The
calculation procedure is repeated until the numerical error is sufficiently small or the
maximum number of iterations is exceeded. In the former case, the model proceeds to

41Detailed descriptions of the Gauss–Jordan elimination are available in the literature [451, 452]. In this work,
the algorithm was implemented using the gaussj package [601].
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the next time step, while in the latter case the numerical solution is terminated. The
numerical error in residual vector f was measured using the l1-, l2-, and l∞-norms;
their definitions are given in Eqs. 303, 304, and 305, respectively [451]. The l1-norm
(Taxicab norm) describes the sum of absolute errors, the l2-norm (Euclidian norm) is the
Euclidian length of the residual vector, and the l∞-norm (Chebyshev norm) measures the
maximum residual in the residual vector. In this work, the l2-norm was employed as the
main criteria for convergence.

‖∆x‖1 ≡
n

∑
i=1
|∆xi| (l1-norm) . (303)

‖∆x‖2 ≡
√

n

∑
i=1

∆x2
i (l2-norm) . (304)

‖∆x‖∞ ≡max(|∆x1|, . . . , |∆xn|) (l∞-norm) . (305)

During the numerical solution, the interfacial composition asymptotically approaches
the composition dictated by the equilibrium constants, provided the forward reaction rate
constants (kf) are sufficiently large. The fulfilment of the thermodynamic equilibrium
at the reaction interfaces was assessed by employing the reaction quotient method
described in Section 5.3.1 (p. 141). As a preliminary setting, the maximum allowed error
was set to E = 0.1%, which translates to a maximum error of 0.1% in the equilibrium
constants. During the numerical solution, the kf values are increased periodically until
the equilibrium numbers of all the reactions are below the maximum allowed error. In
further work, it is recommendable to improve the robustness of this method.
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7 Results and discussion

7.1 Application of the LMA approach (Articles V and VI)

7.1.1 Numerical results

The simple decarburisation model proposed in Section 5.3.2 (p. 142) was employed
for studying the parallel oxidation of Si, Cr, and C in the case of liquid stainless steel
surface exposed to O2–CO gas. In order to identify different regimes of mass transfer
control, the forward reaction rate coefficients and oxygen selectivity were calculated as
a function of the ratio of gas and liquid side mass transfer rate assuming a constant
residual affinity of A = 0.001 J/mol.The following parameters were employed in the
calculations: βL = 5 · 10–4 m/s, T = 1873 K (1600 ◦C), xC = 0.02, xCr = 0.17, and xSi =
0.002. The employed value of βL was estimated based on the results of Chatterjee et

al. [299] for liquid phase mass transfer coefficients during top-blowing of oxygen on
liquid silver. The employed values of carbon mole fractions (xC = 0.04 and xC = 0.01)
correspond roughly to the process conditions during the early stage of carbon removal in
the AOD process. Fig. 29 shows that the both the forward reaction rate coefficients and
the oxygen selectivity are sensitive to the mass transfer rate. Based on the results, three
different regimes of mass transfer control can be identified:

Regime A Liquid phase mass transfer control. All species in the liquid phase are driven
by their maximum diffusion rate towards the reaction interface and selectivity is
defined by the molar composition of the bulk liquid and stoichiometry. The gas
side mass transfer coefficient is much larger than the critical value.

Regime B Liquid phase mass transfer control with simultaneous reduction of Cr2O3.
This regime occurs when the rate of oxygen mass transfer is close to or smaller
than that of C and Si.

Regime C Gas phase mass transfer control. The selectivity of oxygen is defined by
the combination of the equilibrium and the liquid side mass transfer rates. The
oxygen mass transfer rate is smaller than the critical value.

The effect of the residual affinity A on the reaction rates was also studied. The
employed parameters were defined similar to the previous case. Figs. 30a and 30b
illustrate the dependency of the calculated forward reaction rate coefficients on the
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(a) Forward reaction rate (xC = 0.04).
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(b) Oxygen selectivity (xC = 0.04).
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Fig 29. Forward reaction rate coefficient and oxygen selectivity and as a function
of mass transfer rate. Reproduced from Article VI by permission of the Iron and
Steel Institute of Japan.

residual affinity using different mass transfer coefficients of the gas phase (βG). It can be
seen that the forward reaction rate coefficients depend not only on the residual affinity,
but also on the mass transfer coefficient of the gas phase. From Figs. 30c and 30d it can
be seen that above a certain threshold value the reaction rates are relatively insensitive
to the residual affinity. However, the dependency of the reaction rate on the residual
affinity is more pronounced for the oxidation of carbon and the oxidation of chromium
than for the oxidation of silicon. For practical purposes, a sufficient degree of accuracy
for the equilibrium is obtained when the residual affinity is smaller than 10 J/mol. At
1873 K (1600 ◦C), this value corresponds to E ≈ 0.1%, which is the value employed in
the top-blowing and reduction models. For comparison, the reported ranges of error for
∆G◦ are typically greater than ± 1000 J/mol [394].
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Fig 30. Calculated forward reaction rate coefficient and reaction rate as a function
of residual affinity. Reproduced from Article VI by permission of the Iron and Steel
Institute of Japan.

It is important to note that the residual affinity is essentially a measure of the error in
the interfacial composition, which forms the boundary condition for the mass transport
terms. If the interfacial mole fraction x∗i is small compared to the bulk mole fraction xi,
the relative error in the concentration difference xi− x∗i is considerably smaller than the
relative error in the equilibrium constant K.

7.1.2 Comparison to other approaches

As discussed in Section 4.4 (p. 128), several methods are available for the treatment of
parallel mass transfer limited reactions. A comparison of the proposed methods and
their applications is shown in Table 23.
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7.1.3 Summary of studied applications

The LMA approach enables the simultaneous solution of the thermodynamic equilibrium
at the reaction surface and rate limiting mass transfer onto the reaction surface. The
approach is sensitive to mass transfer conditions, which – particularly in the case of
industrial processes – may vary during the process. Consequently, it is suggested that
the LMA approach is well-suited for modelling mass-transfer controlled reversible
reactions at high temperatures.

Table 24 presents a summary of the studied applications of the LMA approach. In
this work, the side-blowing decarburisation model developed by Järvinen et al. [44, 45]
was extended with reaction models for top-blowing (Articles I–II) and the reduction
stage (Articles III–IV). The developed models can be applied to other metallurgical
processes, provided that they have similar characteristics. In particular, the ferrochrome
and VOD converters share many similarities with the AOD process; modelling these
processes would be a fruitful topic for further work. In addition to the AOD process,
the LMA approach has also been employed for modelling the CAS-OB process. The
developed models share three basic geometries to describe the dominant reaction
mechanisms:

Bubble spherical shape, negligible internal mass transfer resistance, transitory phase
contact, complete emulsification of the gas phase.

Droplet spherical shape, significant internal and external mass transfer resistance,
permanent phase contact, partial emulsification.

Plane plane surface, significant internal and external mass transfer resistance, perma-
nent phase contact, no emulsification.
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7.2 Top-blowing decarburisation (Article II)

7.2.1 Validation material

In Article II, twelve experimental heats were conducted with a 150-tonne AOD vessel at
Outokumpu Stainless Oy in Tornio, Finland. The vessel is fitted with seven tuyères
along the side wall and a supersonic top lance; more detailed technical descriptions of
the employed vessel are available in the literature [605, 606].

In the studied heats, the last combined-blowing stage was altered so that oxygen was
introduced from the top lance only. Four heats (Series A) were conducted using an
oxygen–nitrogen mixture (1:1), while eight heats (Series B) were conducted with pure
oxygen (see Table 25). The difference between the duration of the top-blowing and
duration of the process stage is related to the tilting of the vessel from the sampling to
operating position or vice versa. No reactions were assumed to take place during tilting,
although the melting of added materials and the cooling effect of the gas stirring were
taken into account in the simulations. The employed geometry parameters are available
in Articles II and IV.

Table 25. Validation heats for the top-blowing model.

Gas injection rate [Nm3/(t·min)] Duration [min]
Series Heats Top lance Tuyères Top-blowing Total
Series A 4 1.27 O2 0.79 N2 7.6–7.9 9.5–10.1
Series B 8 0.63 O2 + 0.63 O2 0.79 N2 or Ar 3.5–4.0 5.6–6.2
Note: the gas flow rates are expressed in relation to the nominal capacity of the vessel.

Metal and slag samples were taken before and after the blowing sequence (see Tables
27 and 28 on pp. 200 and 201, respectively). The samples were analysed with an optical
emission spectrometer (OES) and an X-ray fluorescence (XRF) spectrometer. Because
the oxygen content could not be determined from the metal samples, it was estimated
based on literature data [38, 141]. In order to exclude the effect of metal droplets on the
composition of the slag, the slag composition was re-calculated by excluding the Fe, Cr,
Mn, and Si brought by the fine metal droplets. Similarly to Lindstrand et al. [449], the
mass fraction of the metal phase in the slag sample was calculated based on the Ni
content of the slag sample. The material additions are shown in Table 26. The additions
were assumed to be perfectly mixed in a single silo. The employed feed rates were
determined based on the measured feeding times.
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Table 26. Additions during processing. Modified from Article II.

Additions [kg] per 1 t of liquid metal
Series Heat FeNi20 FeNi40 Ni90 Cu Steel scrap Stainless steel scrap

Series A

37826 0 0 0 0 11 42
38032 8 0 0 1 36 0
38034 19 0 0 1 32 0
38036 0 0 0 0 0 42

Series B

54870 0 3 14 0 0 38
54872 18 15 0 0 15 0
54874 18 2 15 0 0 0
54876 34 0 2 0 0 0
54878 18 6 0 0 20 0
54934 22 16 0 0 11 0
54936 0 40 0 0 18 0
54938 0 24 0 0 22 0

In order to account for the effect of different cavity modes, the effective metal
droplet generation rate was calculated similarly to Sarkar et al. [441] by multiplying the
nominal metal droplet generation rate by the parameter Jeff (see Eq. 250 on p. 167). The
best results vis-à-vis the measured values were obtained with Jeff = 1.75 and hence this
value was used in the simulations.42 All the simulations were conducted with a time
step of five seconds. The employed physical properties are given in Table 22 (p. 186).

7.2.2 Predicted compositions and temperatures

Table 27 shows a comparison of the predicted metal bath composition and temperature
with the measured values. It can be seen that the model predictions for the species in
the metal bath agree well with the measured values. A comparison of the predicted
slag composition with the slag samples is shown in Table 28. Although the absolute
deviations are relatively large, the agreement is qualitatively correct. It is realistic to
expect that the main source of error is the distorting effect of undissolved lime found in
the slag samples taken before the studied stage.

42In Articles I–II, the modified gas flow rate (V̇ ′G,lance) employed in Eq. 249 (p. 166) was calculated by
converting the top-blowing rate (V̇G,lance) from 273.15 K (0 ◦C) to the temperature of the gas at the impact
point (TG). This differs slightly from the definition proposed by Rout et al. [516], who calculated V̇ ′G,lance by
converting V̇G,lance from 298.15 K (25 ◦C) to TG. Using their definition, the same results would be obtained
with Jeff = 1.75 · (298.15 K/273.15 K) ≈ 1.910.
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Table 27. Comparison of metal samples and predictions (top-blowing experi-
ments). Reproduced from Article II.

Composition [wt-%]
Heat Type Cr Mn Si C Ni T bath [K (◦C)]
Series A

37826
Before 17.82 0.58 0.04 0.446 8.27 1953 (1680)
After 17.35 0.52 0.02 0.138 8.26 1941 (1668)
Prediction 17.22 0.57 0.04 0.130 8.25 1929 (1656)

38032
Before 18.42 0.81 0.06 0.447 8.40 1918 (1645)
After 17.41 0.64 0.03 0.171 8.27 1913 (1640)
Prediction 17.26 0.71 0.02 0.150 8.27 1913 (1640)

38034
Before 18.75 1.01 0.03 0.394 8.15 1957 (1684)
After 17.51 0.80 0.01 0.114 8.21 1946 (1673)
Prediction 17.36 0.84 0.03 0.117 8.20 1944 (1670)

38036
Before 17.55 0.89 0.01 0.466 8.21 1980 (1707)
After 17.31 0.81 0.02 0.170 8.24 1973 (1700)
Prediction 17.23 0.81 0.04 0.127 8.28 1964 (1691)

Series B

54870
Before 16.98 0.74 0.04 0.381 9.66 1988 (1715)
After 16.14 0.63 0.01 0.149 10.75 2011 (1738)
Prediction 16.24 0.61 0.04 0.162 10.94 2009 (1736)

54872
Before 17.15 0.86 0.02 0.473 10.45 1980 (1707)
After 15.88 0.77 0.05 0.221 10.91 2009 (1736)
Prediction 15.96 0.67 0.02 0.210 10.89 2000 (1727)

54874
Before 17.19 0.78 0.04 0.405 8.94 1971 (1698)
After 16.07 0.64 0.02 0.136 10.50 2013 (1740)
Prediction 16.10 0.67 0.03 0.189 10.50 2010 (1737)

54876
Before 17.03 0.78 0.03 0.388 9.71 1988 (1715)
After 16.04 0.68 0.02 0.153 10.35 2007 (1734)
Prediction 15.94 0.66 0.03 0.184 10.30 2016 (1742)

54878
Before 17.23 0.78 0.03 0.407 10.22 1993 (1720)
After 15.98 0.67 0.02 0.170 10.45 2005 (1732)
Prediction 16.00 0.65 0.03 0.183 10.43 2011 (1737)

54934
Before 16.94 0.52 0.02 0.426 9.95 1996 (1723)
After 15.76 0.45 0.01 0.142 10.51 2008 (1735)
Prediction 15.62 0.44 0.03 0.187 10.50 2010 (1737)

54936
Before 17.07 0.69 0.02 0.391 9.77 2003 (1730)
After 15.60 0.57 0.03 0.129 10.49 2022 (1749)
Prediction 15.59 0.54 0.04 0.168 10.55 2013 (1740)

54938
Before 17.07 0.85 0.02 0.424 10.17 2021 (1748)
After 15.71 0.72 0.02 0.186 10.52 2038 (1765)
Prediction 15.92 0.64 0.03 0.174 10.56 2037 (1764)
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Table 28. Comparison of slag samples and predictions (top-blowing experiments).
Reproduced from Article II.

Composition [wt-%]
Heat Type FeO Cr2O3 MnO SiO2 CaO MgO Al2O3 Other
Series A

37826
Before 4.7 31.1 6.7 17.1 34.1 2.5 3.1 0.6
After 4.5 29.5 6.2 14.4 40.2 1.9 2.7 0.5
Prediction 2.3 43.4 7.0 15.0 27.4 2.0 2.5 0.6

38032
Before 5.7 30.6 8.0 8.5 44.0 2.0 1.0 0.1
After 9.1 35.9 7.9 7.3 35.0 3.1 1.5 0.1
Prediction 2.3 43.4 9.0 9.1 33.7 1.5 0.8 0.2

38034
Before 6.2 34.4 8.1 13.7 33.7 2.6 1.1 0.2
After 5.1 31.3 8.2 8.9 43.4 1.8 1.2 0.1
Prediction 2.4 49.9 10.5 10.6 23.7 1.8 0.8 0.3

38036
Before 3.5 28.2 7.9 21.0 35.2 2.2 1.4 0.5
After 4.9 26.0 7.1 21.3 36.1 2.5 1.7 0.5
Prediction 2.5 39.5 9.9 16.6 28.1 1.8 1.1 0.5

Series B

54870
Before 2.2 15.8 4.1 24.1 48.3 4.6 0.5 0.5
After 3.3 29.0 5.2 16.5 42.2 3.3 0.2 0.4
Prediction 4.6 33.6 6.8 17.5 33.7 3.2 0.3 0.3

54872
Before 3.4 26.3 4.0 17.0 40.1 6.4 1.4 1.3
After 4.8 39.5 4.6 13.7 30.9 4.7 0.8 0.9
Prediction 4.4 38.6 7.6 12.9 29.7 4.7 1.0 1.0

54874
Before 5.6 33.6 7.0 15.1 31.0 6.5 0.7 0.5
After 5.6 36.7 6.0 15.3 29.3 5.9 0.6 0.4
Prediction 4.5 50.2 7.9 11.0 21.1 4.4 0.5 0.3

54876
Before 6.3 36.3 6.0 16.3 26.0 7.1 1.3 0.8
After 5.2 36.1 5.8 17.3 26.6 6.3 1.8 0.9
Prediction 4.6 51.9 7.9 11.5 17.9 4.9 0.9 0.5

54878
Before 4.0 26.7 5.7 17.8 40.8 3.2 0.9 0.7
After 5.2 39.9 6.5 14.1 30.2 2.8 0.7 0.6
Prediction 4.5 43.3 7.5 12.8 28.3 2.2 0.6 0.6

54934
Before 3.4 31.0 4.3 19.2 32.2 6.4 2.6 0.9
After 7.1 40.6 3.3 10.4 32.4 4.5 1.0 0.6
Prediction 4.4 46.0 5.2 14.0 23.3 4.6 1.9 0.7

54936
Before 2.5 22.5 4.2 24.3 34.2 8.8 2.5 1.1
After 4.0 34.9 5.0 18.9 26.3 8.1 2.0 0.8
Prediction 4.4 39.2 6.4 17.3 24.0 6.2 1.8 0.7

54938
Before 2.5 28.0 3.7 18.8 38.1 7.3 1.0 0.6
After 3.1 37.5 5.0 15.6 31.3 6.3 0.7 0.4
Prediction 5.2 37.4 7.4 14.4 28.9 5.5 0.8 0.5
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Table 29 shows a statistical analysis of the results obtained. The mean absolute
errors in the final Mn, Si, C, and Ni contents are less than or equal to 0.05 wt-%, while
the MAE in the temperature is below 10 K. The MAE for chromium is somewhat
larger, being approximately 0.1 wt-%. With respect to the final carbon content, a better
agreement was achieved with experiments using an oxygen-nitrogen mixture as the
top-blowing gas (Series A) than those with pure oxygen (Series B). With the exception
of carbon and silicon, the R2 values of other predicted variables are high. It is likely that
the low R2 of the predicted carbon content is explained to some extent by inaccuracies
in the measurement data. These values compare reasonably well with other modelling
studies concerning side-blowing or combined-blowing in a comparable carbon region
[207, 209, 227, 232, 239, 245].

Table 29. Statistical indicators for the top-blowing model. Adapted from Article II.

Range of studied variables Statistical indicators
Variable Start End Unit n R2 RMSE MAE
[C] 0.4 – 0.5 0.1 – 0.2 wt-% 12 0.23 0.029 0.024
[Cr] 16.9 – 18.8 15.6 – 17.5 wt-% 12 0.98 0.12 0.10
[Mn] 0.5 – 1.0 0.5 – 0.8 wt-% 12 0.81 0.05 0.04
[Si] 0.01 – 0.06 0.01 – 0.05 wt-% 12 0.09 0.02 0.01
[Ni] 8.15 – 10.45 8.21 – 10.91 wt-% 12 1.00 0.06 0.04
T 1918 – 2021 1913 – 2038 K 12 0.98 6.50 5.40

7.2.3 Dynamic changes in bath composition and
temperature

Fig. 31a illustrates the simulated C, Cr, Mn, and Ni contents in heat 37826 (Series A).
The two horizontal sections of the composition curves represent the tilting of the vessel
to operating position (before top-blowing) and to sampling position (after top-blowing).
It is seen that during top-blowing the predicted carbon content decreases according to
first-order kinetics. Fig. 31b illustrates the predicted C, Cr, Mn, and Ni contents in heat
54878 (Series B).
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Fig 31. Predicted and measured C, Cr, Mn, and Ni. Reproduced from Article II by
permission of Springer Nature.
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The simulated dynamic change in bath temperature in heat 38032 is illustrated in
Fig. 32. The simulated bath temperature decreases until all of the additions and scrap
have dissolved in the steel. After this, the predicted bath temperature rises rapidly due to
oxidation of carbon and other elements.
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Fig 32. Predicted and measured bath temperature in heat 38032. Reproduced from
Article II by permission of Springer Nature.

The calculated temperature of the cavity interface was roughly the same as that
of the metal bath, while the calculated temperature of the metal droplet interface was
significantly elevated, being lower in the case of heats with an oxygen–nitrogen mixture
as the top-blowing gas (Series A) than those with pure oxygen (Series B). In the case of
Series B, the calculated temperatures of the metal droplet interface varied in the range
of 2000 K to 2200 K (1727 ◦C to 1927 ◦C). These results compare reasonably well
with the hot spot temperature suggested by Delhaes et al. [73], but are lower than those
reported by Tsujino et al. [423] for a 100 kg experimental furnace. Delhaes et al. [73]
estimated based on vaporisation of Mn that the average temperature of the hot spot
should be approximately 2173 K (1900 ◦C) during pure oxygen combined-blowing in
the initial period of the AOD process. Based on analysis of hot spot spectra by two-color
radiation thermometry, Tsujino et al. [423] reported an average temperature of 2623 K
(2350 ◦C) for top-blowing and combined-blowing decarburisation of stainless steel in a
100 kg experimental furnace.
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7.2.4 Carbon removal efficiency

In the case of oxygen–nitrogen mixtures (Series A), the predicted transient CRE value
starts from close to or above 100% as the carbon reduces the slag species with lower
oxygen affinity (see Fig. 33a). Because the dilution ratio of oxygen is higher in the
studied process stage than in the preceding process stage, the top slag must settle into a
new dynamic equilibrium with the metal phase. This finding is in agreement with the
calculations by Swinbourne et al. [145] and Wijk [10] for side-blowing operation in
comparable carbon ranges. In the case of pure oxygen-blowing (Series B), virtually no
reduction of slag species takes place. In heat 54870, for example, the predicted transient
CRE value remains below 100% throughout the studied stage (see Fig. 33b).

Based on the metal samples, the average CRE was approximately 51% for Series A
and 44% for Series B. In the literature, the CRE values attributable to top-blowing vary
in a broad range depending primarily on the carbon content and employed gas injection
rates (see Table 30). In terms of the employed specific top-blowing rates and studied
carbon range, the studies published by Koch et al. [157], Kuwano et al. [607], Masuda
et al. [38], Schürmann and Rosenbach [141], and Gorges et al. [108] constitute the most
reasonable experimental benchmark.
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Fig 33. Predicted and measured CRE in heats 37826 and 54870. Reproduced from
Article II by permission of Springer Nature.
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7.2.5 Sensitivity analysis

After the main validation with the measurement data, the model was employed for
a sensitivity analysis in heat 38034. The analysis was conducted ceteris paribus by
changing either the lance height or the oxygen content of the top-blowing mixture. Fig.
34 illustrates the predicted effect of the oxygen content in the top-blowing gas mixture
with O2:N2 ratios of 1:3, 1:1, and 3:1. As expected, the highest oxygen content in
the gas mixture enables the lowest final carbon content. The predicted average CRE
values corresponding to the O2:N2 ratios of 1:3, 1:1, and 3:1 were 87%, 50%, and 36%,
respectively. Therefore, it is apparent that the increased decarburisation rate comes at
the price of lower carbon removal efficiency.
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Fig 34. Effect of the top-blowing gas mixture on the predicted carbon content in
heat 38034. Reproduced from Article II by permission of Springer Nature.

The effect of the lance height on the predicted carbon content is illustrated in Fig. 35.
The results suggest that decreasing the lance height by 10% decreases the predicted final
carbon content by approximately 0.03 wt-%, while increasing the lance height by 10%
increases the predicted final carbon content by 0.05 wt-% vis-à-vis the normal lance
position. The predicted CRE values corresponding to the lower, normal, and higher
lance position were approximately 56%, 50%, and 40%, respectively. The effect of the
lance position employed may be explained to a large extent by changes in the droplet
generation rate and thus in the interfacial area available for mass exchange. However,
the model does not account for the post-combustion of CO to CO2 in the converter
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atmosphere. It is likely that increased post-combustion would decrease the CRE even
further in the case of the higher lance position. Based on the sensitivity analysis it
appears that changing the lance position (within practical limitations) has a somewhat
smaller effect on the predicted CRE than the oxygen content of the top-blowing gas
mixture.
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Fig 35. Effect of the top lance position on the predicted carbon content in heat
38034. Reproduced from Article II by permission of Springer Nature.

7.2.6 Rate-limiting factors

The top-blowing model proposed in Article I assumed that reactions take place si-
multaneously in the cavity and on the surface of the metal droplets which are ejected
from the metal bath. In Article II, the majority of the carbon removal was predicted
to take place via metal droplets owing to their large interfacial area. The generation
rate of the metal droplets was determined according to the so-called blowing number

theory [509], which links the metal droplet generation rate to a dimensionless blowing

number: a ratio of the kinetic force of the gas jet to the surface force of the liquid phase.
Despite some of its limitations, the theory has been applied to various top-blowing
applications with a reasonable degree of success [440, 512, 515]. It should be noted that
the blowing number theory does not explicitly account for the effect of top-blowing gas.
Laboratory-scale tests suggest that splashing is more intense when O2 is employed as a
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top-blowing gas instead of CO2 [518, 611]; the rationale behind this behaviour, however,
is not yet fully understood. In this work, it is postulated that the increased splashing
might be related to the following factors:

– The higher partial pressure of O2 in the injected gas leads to a higher gas film
temperature; this claim is supported by the findings of Baker et al. [360, 361].

– The higher gas film temperature enables a higher axial velocity and dynamic pressure
of the gas jet [118, 612, 613].

– The higher dynamic pressure of the gas jet causes increased splashing, as suggested
by the blowing number theory [509].

The residence times and trajectories of metal droplets have been the subject of
numerous studies [447, 614–617], but no definitive answer is available for the conditions
of the AOD process. In this work, it was assumed that the residence time of each size
class equals the time required to pass through the gas–metal–slag emulsion at terminal
falling velocity. The size distribution of the generated droplets was assumed to follow
the RRS distribution function as suggested by Koria and Lange [280, 281].43 The results
of Article II suggest that the predicted Sauter mean diameter of the metal droplets
residing in the emulsion is in the order of 1 mm (see Fig. 36), although the Sauter mean
diameter of the metal droplets at their place of origin is in excess of 10 mm. Following
the small size of the metal droplets in the emulsion, the predicted interfacial area is in
the order of thousands of square meters.

The reason for the small droplet sizes predicted in this work is that the small metal
droplets tend to have a very low terminal velocity, which results in long residence times.
Therefore, the droplet size distribution in the emulsion shifts towards smaller droplets
than at their place of origin. This conclusion is in line with the current understanding
of surface area generation in top-blowing processes [280, 618]. However, certain
precautions must to be made when interpreting the predicted size distribution and droplet
generation rate:

1. The proposed model does not account for the interaction of top-blowing and side-
blowing. Based on experimental studies on the interaction of top- and bottom-blowing
[619–621], it would be reasonable to expect that simultaneous side-blowing would
affect the droplet generation behaviour. As noted by Brooks et al. [622], none of the
models proposed for predicting droplet generation have yet incorporated this effect.

43A normal distribution of metal droplets has also been proposed [493], but this finding has not received
further attention in the literature.
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Fig 36. The predicted Sauter mean diameter and surface area of the metal droplets
in heat 38034. Reproduced from Article II by permission of Springer Nature.

2. The proposed model assumes that all the generated metal droplets continue their
trajectory into the emulsion undisturbed without any break-up or loss to flue gas.
However, in the actual process various mechanisms may alter the droplet size
distribution. Large droplets may disintegrate upon contact with the gas jet [495] or
on impact with the slag [496], while the smallest metal droplets may be carried out
of the vessel with the flue gas [73, 498]. With these considerations in mind, it is
reasonable to expect that the actual size distribution of metal droplets in the slag at a
given moment is not identical to the size distribution at birth, but is effectively cut off
from both sides of the size distribution.

3. Nucleation of CO inside the metal droplets can reduce the apparent density of the
metal droplets, thus increasing their residence time [440, 623]. Rao and Robertson
[314] reported that impure Fe–18Cr–2C metal droplets exhibited CO boiling if
the oxygen content of the gas was 67% or higher. In this work, the initial carbon
content was much lower (approximately 0.4–0.5 wt-%) and although the oxygen
content of the top-blown gas varied from 50% to 100%, the atmosphere contained a
considerable amount of side-blown nitrogen or argon. Consequently, it is reasonable
to expect that CO boiling is only of marginal importance in the studied process stage.

The control factor concept was introduced and employed for studying the rate-
limiting mechanisms of microkinetics. The control factor C has a value of 1 when the
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concentration gradient approaches its maximum value and 0 when the concentration
gradient approaches zero. In mathematical terms, the control factor of species i is
defined as follows:

Ci = min
(∣∣∣∣1−

y∗i
yi

∣∣∣∣ ,
∣∣∣∣1−

yi

y∗i

∣∣∣∣
)
, (306)

where y∗i is the mass fraction of species at the reaction interface and yi is the mass
fraction of species i in the corresponding bulk phase (metal bath, gas jet, or top slag). In
the studied heats, the calculated partial pressures of oxygen at both reaction interfaces
were between 10–7 to 10–10 atm, which indicates an almost total absence of oxygen. At
the reaction interfaces, all the species are in equilibrium with each other according to
the set of reversible reactions defined in the model. In the following, the competing
oxidation reactions of carbon and chromium as well as the overall reaction defined by
Eq. 307 are studied.

(Cr2O3)+3[C]
 2[Cr]+3{CO} . (307)

The control factor of carbon at the cavity interface is initially much higher than that
of CO, and hence the mass transfer of C is the controlling step for direct decarburisation
(Fig. 37a). Considering the direct oxidation of chromium at the cavity interface, the
mass transport of Cr2O3 forms a greater resistance than that of Cr. The overall rate
defined by Eq. 307 is limited by the mass transfer of carbon.

Similarly to the cavity interface, the control factor for C at the metal droplet interface
is much larger than that for CO (Fig. 37b). The control factor of Cr is larger than
that for Cr2O3. It needs to be kept in mind that the reaction rates are defined by
both macrokinetic and microkinetic factors. A closer examination of the predicted
composition of the metal droplets reveals that the concentration gradients between the
metal droplet interior and the interface are small, indicating that the oxidation reactions
of C and Cr are not limited to a significant extent by the microkinetic mass transport rate.
Consequently, the oxidation rates are defined primarily by the macrokinetic factors,
most importantly the generation rate of the metal droplets. The same conclusion also
applies to the overall rate described by Eq. 307.
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Fig 37. Predicted control factors in heat 54872. Reproduced from Article II by
permission of Springer Nature.

7.2.7 Experimental observations

In order to study the slag samples in more detail, micro-sections were prepared and
analysed using light optical microscopy. The analysed cross-sectional surfaces were
found to be qualitatively similar to those reported earlier in the literature [156, 158,
184, 185]. All the decarburisation slag samples contained a considerable number of
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metal droplets (see Fig. 38). Most of the apparent surface area of the metal droplets was
comprised of droplets in the range of 0.1 mm to 5 mm. Droplets with an equivalent
diameter up to 1 mm were found to be mostly oval or spherical in shape (see Fig. 38b),
while larger droplets were usually of irregular shape.

(a) Heat 37826 (after). (b) Heat 38036 (before).

(c) Heat 37826 (after). (d) Heat 37826 (after).

Fig 38. Metal droplets in cross-sections of slag samples before and after the stud-
ied process stage. Fig. 38b reproduced from Article II by permission of Springer
Nature.

By comparing the slag samples with those presented by Rubens and co-authors
[156, 158] and Ternstedt et al. [184], it appears likely that the white areas represent the
metal alloy, light grey areas represent calcium chromate, and dark grey areas represent
the silicate matrix. Similarly to [156, 158], the slag samples from the early parts of the
decarburisation stage contained undissolved lime particles, which were covered by a
solid shell. It has been suggested that the solid shell is dicalciumsilicate [156, 158].
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7.3 Reduction stage (Article IV)

In Article IV, the reduction model was validated with measurement data from five heats
conducted at Outokumpu Stainless Oy in Tornio, Finland. The simulated AOD converter
had a nominal capacity of 150 tonnes and its technical details are available in [605, 606].
In this work, the cases studied in Article IV were recalculated using a modified version
of the reduction model proposed in Article III.44

The starting point for the simulations was the beginning of the reduction stage,
while the end point was the end of the reduction stage. In all of the studied heats,
the length of the reduction stage was 6 minutes, while the argon injection rate was
approximately 0.7 Nm3/(t·min).45 The metal and slag samples as well as the temperature
measurements were taken both before and after the reduction stage (see Tables 32 and
33 on pp. 217 and 218, respectively). The samples were analysed with an OES and
an XRF spectrometer. The additions were assumed to be fed from three silos with a
feed rate of 2000 kg/min each (see Table 31). The employed geometry parameters are
available in Article IV and are not repeated here.

Table 31. Material additions in the reduction stage. Modified from Article IV.

Silo 1 Silo 2 Silo 3
Feed rate [kg/min] 2000 2000 2000

Amount of addition [kg] per 1 kg of slag
Heat Lime Dolomite Fluorspar 75FeSi SiMn SST scrap
18552 0.15 0.16 0.09 0.16 0.08 0.00
18692 0.20 0.19 0.10 0.16 0.10 0.00
18694 0.18 0.17 0.09 0.17 0.09 0.00
18696 0.20 0.18 0.10 0.18 0.09 0.00
18698 0.23 0.17 0.08 0.15 0.12 0.10
Notes: SST = stainless steel.

The maximum average residence time of the slag droplets in the metal bath was
assumed to be tsd,max = 30 s. The slag droplet generation rate was adjusted by multiplying
the nominal slag droplet generation rate by the parameter Jeff. The best results with
respect to the measured values were obtained with Jeff = 15 and consequently this value
was employed in the simulations. All the simulations were conducted with a time step of
one second. The employed physical properties are listed in Table 22 (p. 186).
44The modifications to the original model are outlined in Section 6.3.4 (p. 178).
45Expressed in relation to the nominal capacity of the vessel.

216



7.3.1 Predicted compositions and temperatures

In general, the predictions for the end composition of the metal bath agreed with the
measurements taken after the reduction stage, as seen in Table 32. The results indicate
that in most of the studied heats, the predicted Cr and Si contents were slightly higher
than in the samples. The predicted C contents were also lower than the C contents
found in the metal samples, which is partly due to the fact that the dissolution of carbon
from the added lime was not taken into account in the simulations. It appears that the
assumption of one average metal bath composition did not cause a significant error. This
is most likely due to the efficient mixing in the AOD converter.

Table 32. Comparison of metal samples and predictions.

Composition [wt-%]
Heat Type Cr Mn Si C Ni T bath [K (◦C)]

18552
Before 15.47 0.67 0.01 0.00876 8.43 1996 (1723) *
After 18.02 1.49 0.38 0.0163 7.97 1991 (1718) *
Predicted 18.16 1.49 0.35 0.0143 7.97 1929 (1656)

18692
Before 15.90 0.65 0.01 0.004 8.3 2039 (1766) *
After 18.01 1.53 0.31 0.0152 7.95 1947 (1674) *
Predicted 18.11 1.58 0.36 0.0100 7.88 1951 (1678)

18694
Before 15.90 0.66 0.02 0.00886 8.4 2034 (1761) *
After 18.16 1.52 0.40 0.0166 8.00 1976 (1703) *
Predicted 18.17 1.52 0.41 0.0141 7.98 1961 (1688)

18696
Before 15.90 0.74 0.01 0.00528 8.3 2035 (1762) *
After 18.13 1.54 0.40 0.0198 7.97 1947 (1674) *
Predicted 18.04 1.53 0.49 0.0108 7.89 1958 (1685)

18698
Before 16.30 0.64 0.01 0.00406 8.4 2039 (1766) *
After 18.12 1.57 0.37 0.0162 7.99 1959 (1686) *
Predicted 18.14 1.56 0.40 0.0092 8.02 1951 (1677)

* Highest temperature measured by the temperature probe.

The deviation of the predicted metal bath temperatures from the measured values
varied from 4 to 62 K; in this respect, the predictive ability of the model is not as good
as in the case of the metal bath composition. Nevertheless, it needs be kept in mind
that the measured start and end temperatures were the highest temperatures measured
by the temperature probe. Based on mass balance it can be deduced that the actual
temperatures are likely to be less than 100 K higher. The effect of the initial temperature
on the results was simulated and found to be small.

The overly high predicted Si contents of the metal bath were reflected in the overly
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low predicted SiO2 contents of the top slag (see Table 33). The predicted Cr2O3 and
MnO contents were in satisfactory agreement with the measured values, while the
predicted FeO contents of the slag are somewhat lower than the measured values.46

Furthermore, the predicted CaO and MgO contents are lower than in the samples. The
discrepancy in the CaO content is to large extent attributable to the XRF analysis, which
did not differentiate between CaO and CaF2, while in the simulations the CaF2 was
considered as a separate species in the modified reduction model.

Table 33. Comparison of slag samples and predictions.

Composition [wt-%]
Heat Type FeO Cr2O3 MnO SiO2 CaO MgO Al2O3 Other

18552
Before 1.7 39.6 2.4 8.5 43.0 1.5 1.7 1.5
After 1.1 1.6 0.3 29.7 56.4 8.5 1.6 0.6
Predicted 0.1 1.1 0.4 27.4 54.0 6.6 1.4 8.9

18692
Before 2.3 37.3 3.1 10.7 40.6 2.2 2.1 1.7
After 0.4 0.6 0.3 29.2 58.1 8.8 1.9 0.6
Predicted 0.2 1.2 0.4 26.5 53.2 7.6 1.6 9.5

18694
Before 2.1 38.2 2.8 9.1 42.4 1.9 1.8 1.7
After 0.8 1.0 0.4 29.9 56.7 8.9 1.7 0.6
Predicted 0.2 1.1 0.3 26.9 54.2 6.9 1.4 9.1

18696
Before 2.6 37.6 2.7 8.2 43.4 2.2 1.5 1.7
After 0.8 0.9 0.3 28.4 58.0 9.4 1.5 0.7
Predicted 0.1 0.9 0.3 25.4 55.5 7.4 1.1 9.3

18698
Before 2.6 36.1 2.3 10.2 40.9 4.2 1.8 1.9
After 1.4 4.4 0.4 27.2 55.5 8.8 1.6 0.7
Predicted 0.2 1.3 0.3 25.6 54.5 8.4 1.3 8.3

The statistical indicators for the predicted end compositions are shown in Table 34.
It can be seen that the MAE and RMSE of C, Cr, Mn, Si, and Ni are lower or equal to
than their variation in the metal samples. The relatively large error in the predicted metal
bath temperature is likely to be related to the problematic temperature measurements
before the reduction stage. In view of the many uncertainties, the degree of accuracy can
be considered as reasonably good.

46It should be noted that in Article IV, the initial FeO content was assumed to be equal to the Fe2O3 content of
the slag sample. Although this assumption induces a minor distortion of the slag composition, it has virtually
no effect on the results. Here, this assumption was retained in order to maintain comparability with the results
obtained in Article IV.
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Table 34. Statistical indicators for the reduction model.

Range of studied variables Statistical indicators
Variable Start End Unit n R2 RMSE MAE
[C] 0.004 – 0.009 0.015 – 0.020 wt-% 5 0.00 0.006 0.005
[Cr] 15.5 – 16.3 18.0 – 18.2 wt-% 5 0.01 0.09 0.07
[Mn] 0.65 – 0.74 1.49 – 1.57 wt-% 5 0.54 0.02 0.02
[Si] 0.01 – 0.02 0.31 – 0.40 wt-% 5 0.39 0.05 0.04
[Ni] 8.30 – 8.43 7.95 – 8.00 wt-% 5 0.58 0.05 0.04
T 1996 – 2039 1947 – 1991 K 5 0.39 29.4 20.2

7.3.2 Dynamic changes in bath composition and
temperature

Figs. 39a and 39b illustrate the predicted dynamic changes in the Cr, Mn, and Si contents
of the metal bath during the reduction stage of heats 18692 and 18694, respectively. The
metal samples taken before and after the reduction stage are shown for comparison.
The Si content of the steel increases rapidly as a result of the FeSi and SiMn additions,
starting the reduction of Fe, Cr, and Mn back to the metal bath. The reduction rate of the
Cr decreases as the chromium oxide content of the slag approaches its equilibrium value.
The Mn content of the metal bath rises not only as a result of the reduction of MnO, but
also due to addition of SiMn, and reaches a plateau soon after the SiMn feed ends. The
predicted changes in bath composition are in qualitative agreement with the results of
Shi et al. [144] and Wei et al. [245].

Figs. 40a and 40b illustrate the predicted bath temperature and temperature measure-
ments during the reduction stage of heats 18692 and 18694, respectively. Initially the
temperature of the metal bath increases slightly, reaching its peak value at approximately
0.7 minutes. The temperature peak is associated with the reaction of Si not only with
the oxide species in the top slag, but also with the oxygen dissolved in the metal bath.
During the time interval from 1 to 3 minutes, the oxidation of Si starts to slow down and
the bath temperature decreases rapidly as the feeding of reductants, slag formers, and
fluxes continues. Thereafter, the bath temperature continues to decrease at a slow rate
due to heat losses. The predicted evolution of the bath temperature is in qualitative
agreement with the modelling results of Shi et al. [144] and Wei et al. [245].
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Fig 39. Predicted bath composition during the reduction stage.
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Fig 40. Predicted bath temperature during the reduction stage.

7.3.3 Sensitivity analysis

It has been suggested that small 75FeSi particles should be preferred for their wider
distribution, short melting time and large interfacial area [128]. The effect of a 75FeSi
addition was simulated with three average particle sizes (40 mm, 50 mm, and 60 mm).

220



The total feed rate of the reductants (75FeSi and SiMn) from silo 3 was set to 2000
kg/min as in the previous calculations. As shown in Fig. 41a, the smaller particle
size markedly decreased the amount of solid 75FeSi present in the metal bath at the
beginning of the reduction stage. However, the effect on the reduction rate was found to
be small. Corresponding results have been obtained with an actual AOD vessel [624]. In
the light of these results, all of the studied particle sizes appear to be suitable.

The effect of the total feed rate of reductants (75FeSi and SiMn) was simulated with
three total feed rates: 1500 kg/min, 2000 kg/min, and 2500 kg/min. It was found that
increasing the feed rate resulted in a slighly faster reduction of the slag (see Fig. 41b).
Such a change in the feed rate might also be realisable in practice.

Nakasuga et al. [366, 367] and Görnerup and Lahiri [14] have suggested that the
reduction rate of Cr2O3 increases with increasing temperature. An increased incubation
time was also reported [14]. In this work, the effect of temperature on the reduction rate
was studied by simulating heat 18694 with three different initial bath temperatures:
1984 K (1711 ◦C), 2034 K (1761 ◦C), and 2084 K (1811 ◦C). The resulting differences
in the reduction rate of chromium oxide were found to be negligibly small and no clear
temperature dependency of the chromium reduction could be established (see Fig. 41c),
although small deviations were found in the predicted final chromium contents. Finally,
the effect of the blowing time was simulated. Prolonging the length of the reduction
stage from 6 to 7 minutes or shortening it from 6 to 5 minutes had only a marginal effect
on the composition of the metal bath (see Fig. 41d).

7.3.4 Emulsification of slag

The model for the reduction stage assumes that all reactions take place between the
slag droplets and metal bath. The generation rate of the slag droplets is determined by
energy balance, while the droplet size is calculated based on force balance [1]. Fig.
42a illustrates the average slag droplet size, interfacial velocity, and critical velocity
as a function of time in heat 18694. The predicted interfacial velocity exceeds the
predicted critical interfacial velocity throughout the process stage, which confirms that
the conditions for emulsification are met.

Fig. 42b illustrates the simulated surface area of the emulsified slag droplets and the
degree of emulsification in the same heat. The results suggest that the surface area of the
emulsified droplets should be in the order of tens of thousands of square meters and thus
considerably larger than the metal–slag interface around the plume eye. As expected,
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Fig 41. Simulated effect of different parameters on the dynamics of the reduction
stage in heat 18694.

the highest degree of emulsification was reached at the end of the reduction stage. It
should be noted that the calculated surface area and degree of emulsification reflect the
assumptions of the model. With respect to mass and heat transfer, the slag droplets
were assumed to behave similar to rigid spheres – an assumption, which provides a
fairly conservative estimate of the mass and heat transport rates. If it is assumed instead
that a laminar circulation takes place within the slag droplets, comparable results can
be obtained with a shorter average residence time of the droplets. By comparing the
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Fig 42. Predicted slag emulsification behaviour in heat 18694.

Newman [323] and Kronig-Brink [328] solutions, it can be deduced that the residence
time required to obtain the same microkinetic efficiency would then need to be only
roughly one third of the value employed in the present simulations. Consequently, the
maximum degree of emulsification would be in the range of 15 to 20%.

As seen in Table 35, the predicted slag droplet diameter is in reasonable agreement
with the experimental evidence [535] as well as the results of physical modelling
[365, 534, 537, 541] and CFD modelling [101, 234, 236]. The results of Tilliander et al.

[101] are the closest to the conditions of this work. They employed a three-dimensional
three-phase model to study gas injection in a side-blowing AOD converter and suggested
that the slag droplets should be in the order of 0.01–0.5 mm in diameter depending on
the studied case [101]. Therefore, the interfacial area may be considerably larger than
that predicted in this work.

The predicted degree of emulsification can be compared qualitatively with findings
reported in the numerical [101] and physical [102, 128] modelling studies. The results
of Tilliander et al. [101] suggest that the liquid slag can be dragged down to roughly
one-third of the bath depth even in the case of a relatively mild blowing rate of 0.63
Nm3/(t·min). In the case of a higher gas injection rate of 1.26 Nm3/(t·min), part of
the slag remained in the recirculation loops, while some of the slag droplets were
dragged even deeper into the metal bath and also to the nozzle side of the vessel [101].
Guthrie et al. [128] studied the reduction stage by employing a physical model, in
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Table 35. Studies on the emulsification of top slag. Modified from [236].

Droplet diameter
Study Model type Process [mm] Type φem [%]
Mietz et al. [365] Physical model Ladle – – 6–100
Wei and Oeters [534] Physical model Ladle 1.7–5.2 d –
Lachmund et al. [535] Experiment Ladle 1 d 4
Savolainen et al. [541] Physical model Ladle 3.1–8.19 d –
Sulasalmi et al. [234] CFD model Ladle 3.10–3.63 d –
Khajavi and Barati [625] Physical model Ladle 2–11 d32 –
Sulasalmi et al. [236] CFD model Ladle 4–6 d32 0.8–3
Frohberg et al. [537] Physical model BOF 1.6–4.25 d32 –
Tilliander et al. [101] CFD model AOD 0.01–0.5 d –
This work Mathematical model AOD 0.6 –1.2 d32 0–56

which zinc chloride, silicone oil, and wooden particles were used to represent liquid
metal, slag, and 75FeSi particles, respectively. They reported that the top phase was
transferred to a foam [128], which indicates that the top phase was almost completely
emulsified. In an earlier publication by the author [102], a physical model was employed
for studying mixing times in the AOD process. In these experiments, it was found that
the rapeseed oil employed for representing the top slag emulsified in the water bath to
a large extent [102]. However, it should be kept in mind that owing to differences in
physical properties,47 the emulsification behaviour in the actual process is likely to
be less intense than that observed in physical models. In conclusion, it can be stated
that the predicted degree of emulsification is in qualitative agreement with the findings
reported in [101, 102, 128].

7.3.5 Rate-limiting factors

The control factor concept was used to identify the rate-limiting mechanisms (see Eq.
306 on p. 213). Figs. 43a and 43b show the calculated control factors for Si and Cr2O3

in heats 18694 and 18698, respectively. It is observable that the reduction rate of Cr2O3

is controlled initially by the mass transfer of Si to the reaction surface. Subsequently, as
the Si content of the bath increases and Cr2O3 content of the top slag simultaneously
decreases, the diffusive mass transfer of Cr2O3 in the slag droplets begins to control
the reduction rate. These results are in agreement with the results presented earlier by

47In particular, the density difference and interfacial tension of the bottom and top phases deviate considerably
from that of liquid metal and slag.

224



Görnerup and Lahiri [14] and Nakasuga et al. [366, 367], who found that the reduction
rate of Cr2O3 is controlled initially by the mass transfer of Si in the metal phase and
subsequently by the mass transfer of Cr2O3 in the slag phase.
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Fig 43. Predicted control factors of Si and Cr2O3 during the reduction stage.

In the AOD process, violent stirring promotes short mixing times [58, 85, 94, 99,
102, 103, 274] and the effective dispersion of reductant additions [57]. As the availability
of Si for reduction of Cr2O3 is controlled initially by the melting and dissolving of Si
into the metal bath, it appears likely that the feeding and melting of the reductants form
the rate-controlling step in the initial part of the reduction stage.

7.4 Further work

In this work, a law of mass action based method was employed for treatment of
parallel mass transfer limited reactions was studied. A comparison of the computational
efficiency of this method to other methods available in the literature would be an
interesting topic for future work.

In the future, the increasing knowledge of the AOD process can be employed
for improving the assumptions of the models developed in this work. For example,
detailed studies on the interaction of gas jets and metal bath or emulsification of slag
under the conditions of the AOD process would allow validation of the assumptions of
the top-blowing model. In the reduction model, the size distribution of slag droplets
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was considered through their Sauter mean diameter and hence the variation in the
microkinetic efficiency of the droplets was ignored. In an earlier publication by the
author [236], it was shown that the distribution of slag droplets in ladle treatments
can be described reasonably well using the RRS function. The application of this
distribution function to the conditions of the AOD process would enable a more detailed
description of the emulsification behaviour and the microkinetics of the reduction stage.
Furthermore, a description of desulphurisation during the reduction stage of the AOD
process could be developed based on the sulphide capacity models available in the
literature. To this end, some preliminary results have already been obtained.

In further work, the model needs to be validated for simulating complete AOD heats
including combined-blowing decarburisation, side-blowing decarburisation, and the
reduction stage. Some preliminary results on modelling of complete heats have been
reported in [626]. In the standard process, it is possible to take samples only when the
vessel is tilted, but modern instrumentation often includes a sublance, which can be
employed for sampling and temperature measurements in the upright position [5, 627].
Nevertheless, one of the main challenges for the AOD process is to control the process
without continuous steel and slag composition data. In this regard, transient metal and
slag composition measurements from the AOD process could be used to validate and
improve the accuracy of the models developed in this work. Some promising results of
online steel [628] and slag [629–632] analysis have been obtained using laser-induced

breakdown spectroscopy (LIBS).
An interesting topic would be to employ the top-blowing model for studying the use

of alternative process gases. The use of CO2 in the AOD process was already patented
in the 1970s [633], but so far its industrial use has remained limited. Injected CO2

decarburises the metal bath according to

[C]+{CO2}= 2{CO} . (308)

The interfacial reaction kinetics of decarburisation with CO2 have been the subject of
numerous studies [403, 634–637]. Using mixed-control models, it has been established
that the limiting step of the reaction given in Eq. 308 is the dissociation of CO2 [403].
The reaction kinetics are thus very sensitive to surface active species, particularly to
sulphur [403, 634–636]. Additional studies have been conducted to investigate the
kinetic and thermodynamic aspects that are specific to the decarburisation of stainless
steels [221, 251, 355, 635, 638, 639]. Wang et al. [639] have suggested that CO2 is an
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effective diluting and decarburisation gas at high carbon contents, but at low carbon
contents ([%C] ≈ 0.25 wt-%) the decreased Cr losses were obtained at the expense of
considerably slower decarburisation rate. As the reaction given in Eq. 308 is endothermic
[639], less steel scrap is needed in order to cool the metal bath. Furthermore, the use of
CO2 might reduce dust formation similarly as in the BOF process [640].

Simulators are powerful tools for decision making and process optimisation [641].
In comparison to simplistic models, the more detailed description of the underlying
phenomena allows prescriptive analysis of the AOD processes, thus increasing the
economic value of the analysis (Fig. 44). The potential financial benefits of prescriptive
mathematical modelling can be considerable. In [642], it was reported that the length of
the AOD treatment of certain steel grades at Outokumpu Stainless Oy was reduced by
10% with the help of simulations with the Converter Process Simulator and automation
system. However, at its present state, the converter simulator does not take any stand
on the associated costs. With the help of a suitable function, which calculates the
costs associated with a particular heat, further reductions in production costs may be
achievable. An example of such a cost function has been proposed by Irving et al. [224].
Their equation accounts for the cost of replacing lost chromium, the cost of oxygen, the
cost of argon, and the overhead running cost.
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Fig 44. Economic value of mathematical analysis of unit processes.
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8 Conclusions

The objective of this work was to study chemical kinetics and rate phenomena in the AOD
process using mathematical modelling. For this aim, a review of the reaction models for
the AOD process was conducted. The three main categories of the fundamental models
are system free energy minimisation models, reaction volume models, and reaction
interface models. The system free energy minimisation models deduce the reaction
extent from the minimisation of the Gibbs free energy at the reaction zone. The reaction
volume models assume that the rate-determining step is the mass exchange between the
bulk volume and a reaction volume, in which a chemical equilibrium prevails. The
reaction interface models are based on the boundary layer theory and assume that the
rate-determining step is the mass transport between the bulk phase and the reaction
interface, which are separated by a thin diffusion boundary layer. In comparison to
thermodynamic factors, much less effort has been put into a detailed kinetic description
of reactions in the AOD process. In the 21st century, there have been rigorous attempts
to describe the process physics. Process mechanisms models employ experimental
correlations to describe process physics, while finite volume reaction models solve
the fluid flow field by means of computational fluid dynamics. Despite the increased
computational resources, major simplifications are still needed to keep the computational
expense of finite volume reaction models on a reasonable level. In conclusion, it can be
stated that the reaction models have evolved from simplistic decarburisation models to
comprehensive fundamental models, which account for dynamic reaction equilibria and
local transport phenomena.

A literature review of the treatment of chemical kinetics under conditions relevant to
the AOD process was conducted in order to form a synthesis of the current knowledge
of the fundamentals. The main macrokinetic factors are the bath mixing, nature of the
phase contact, as well as the distinction between dispersed and non-dispersed systems.
The results of physical and numerical modelling studies suggest that the bath mixing
resistance is of secondary importance in comparison to the microkinetic resistance. The
main factors affecting the microkinetic efficiency are the mass transport rate, the ratio of
interfacial area to volume, and the contact time. If the microkinetic efficiency is very
low, the reaction operates far away from its equilibrium and the reaction rate is defined
primarily by the mass transfer resistance and mass exchange area. On the other hand,
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in case of high microkinetic efficiency the reaction rates are primarily a function of
macrokinetic factors, such as bath mixing or the generation rate of the dispersion. In the
case of low microkinetic efficiency, it may be permissible to ignore the conservation of
mass in the dispersed phase and treat the dispersed system similarly to a non-dispersed
system. However, because the resulting error approaches infinity as the microkinetic
efficiency approaches 100%, the reaction rates in dispersed systems can be greatly
overestimated if the conservation of mass in the dispersed phase is not accounted for.

The mathematical treatment of parallel oxidation-reduction reactions is an important
aspect for modelling metallurgical unit processes. In this work, a novel approach based
on a modified law of mass action was studied and further developed. The main advantage
of the LMA approach is that it enables the simultaneous solution of chemical equilibrium
and constraining mass transfer onto and from the reaction interface. The principal
hypothesis of the LMA approach is that the reaction interface approaches its mass
transfer constrained equilibrium as the forward reaction rate constants approach infinity.
Two alternative methods, named the residual affinity method and the reaction quotient
method, were suggested for determining the reaction rate coefficients in numerical
modelling. The residual affinity method was illustrated with a simple reaction model,
which was employed for studying the parallel oxidation of Si, Cr, and C in the case of
liquid stainless steel surface exposed to O2–CO gas. The results suggest that a sufficient
degree of accuracy for the equilibrium is obtained when the residual affinity is smaller
than 10 J/mol. The applicability of the LMA approach extends also to reactions, which
are controlled by the surface reaction, as well as to non-metallurgical applications. The
LMA approach is well-suited for dynamic models, which benefit from the transparent
and direct determination of the reaction source term. The application of the LMA
approach to CFD models could be a fruitful topic for further research.

Based on the LMA approach, a novel mathematical model was derived and validated
for reactions during top-blowing. This model focuses on the local physico-chemical
phenomena that control the rate phenomena during top-blowing. The approach employed
complies automatically with the rate controlling mass and heat transfer mechanisms. In
order to validate the model, composition and temperature data were collected from
experimental heats, in which the last combined-blowing stage was modified such that
oxygen was injected via the top lance only. The carbon removal efficiency of the
top-blown oxygen was approximately the same as in reference heats with the combined
top- and side-injection of oxygen. The collected slag samples were found to contain a
considerable quantity of small metal droplets.
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The results obtained with the top-blowing model suggest that the surface area of the
cavity alone is too small to account for the high decarburisation rates associated with
top-blowing. Consequently, it is suggested that both the direct and indirect oxidation of
metal droplets play an important role in achieving the high decarburisation rates obtained
in the AOD process. The results of a sensitivity analysis suggest that the oxygen content
of the top-blown gas has a more significant effect on the decarburisation rate than the
lance position. Finally, the model was employed for studying rate limiting factors during
top-blowing. The predicted overall rate of decarburization was found to be limited by
the mass transfer of carbon in the studied process stage. These findings agree with with
previous studies available in the literature. In future work, the developed top-blowing
model can be employed in combination with the side-blowing model developed by
Järvinen et al. in order to predict changes in metal bath composition and temperature
during combined side- and top-blowing.

Focusing on the reduction stage, a novel mathematical model was proposed based
on the LMA approach. Here, it was assumed that the reduction reactions take place
primarily between the metal bath and the emulsified slag droplets due to the large
surface area of the droplets as well as their efficient mass transfer characteristics. The
reduction of Cr2O3 does not commence before the addition and dissolving of reductants.
It is suggested that the reduction rate of Cr2O3 is limited initially by the melting and
dissolution of FeSi and subsequently by the transport of Cr2O3 to the reaction interface.
The results of a sensitivity analysis suggests that in order to expedite the melting and
dissolution of reductants into the metal bath, high reductant feed rates should be used
during the reduction stage. In the studied cases, the particle size of 75FeSi had only a
minor effect on the overall reduction rate of Cr2O3.

Finally, it should be pointed out that the small amount of data available of the process
continues to define a practical limit for the accuracy of complex phenomena-based
models. In particular, the heterogeneity of the slag poses a challenge because there are
relatively large uncertainties in the sampled slag compositions. For a more detailed
validation of the models, it would be necessary to obtain more information on the actual
evolution of the metal and slag composition.
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Appendix 1 Description of properties

As for the mathematical treatment of mass and heat transfer, the physical properties of
the steel and slag phases were estimated at the temperature, pressure, and composition
of the reaction interface in question, while the properties of the gas phase were evaluated
at the gas film temperature, which was approximated as follows [1]:

TG = 0.5 ·
(
T ∗+Tgas

)
, (A1.1)

where T ∗ is the temperature of the reaction interface and Tgas is the temperature of
the bulk gas phase. The pressure changes in the gas jet are small enough to be ignored
[2] and hence the total gas pressure at the cavity and metal droplet interfaces was taken
as equal to the ambient pressure, pG,cav = pG,md = pamb. Similarly, the total pressure at
the slag-droplet interface was set to be equal to the ambient pressure, pG,sd = pamb. For
the conditions of the AOD process, a value of pamb = 1 atm (101325 Pa) was employed.
It should be noted that this value can be changed in the user interface, thus allowing for
the simulation of reactions under vacuum conditions.

1.1 Physical properties

1.1.1 Density

The density of liquid stainless steel (AISI 304) was calculated according to [3]:

ρL = 7433+0.0393T −1.80110−4T 2 . (A1.2)

The equation of state for an ideal gas is given by [4]:

pGV = nRT . (A1.3)

where pG is the pressure. By substituting ρG = nM
V and pi = xi pG (Dalton’s law) into

Eq. A1.3, the following expression is obtained for the density of an ideal gas mixture:

ρG =
pGMG

nG
∑
i

RT xi

︸ ︷︷ ︸
molar basis

=
pG

nG
∑
i

RT
yi

Mi︸ ︷︷ ︸
mass basis

, (A1.4)
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where MG is the molar mass of the gas mixture. The density of the slag phase was
calculated based on the partial molar volume method [5]:

ρS =
MS

nS
∑
i

xiV i

, (A1.5)

where MS is the molar mass of the slag phase and V i is the partial molar volume of
species i. The partial molar volumes of the slag species were obtained from the literature
[5, 6] and their temperature dependency was treated similarly to Hanao et al. [7].

1.1.2 Viscosity

The viscosity of the liquid stainless steel (AISI 304) was calculated according to [3]:

log10 µL =
2385.2

T
−3.5958 , (A1.6)

where T is the temperature. The viscosity of the gas mixture was calculated
according to the equation proposed by Wilke [8]. A slightly modified formulation of the
Wilke equation was obtained from Bird et al. [9]:

µG =
nG

∑
i

xiµi
nG
∑
j

x jΦi j

, (A1.7)

in which

Φi j =
1√
8

(
1+

Mi

M j

)−0.5
[

1+
(

µi

µ j

)0.5(M j

Mi

)0.25
]2

. (A1.8)

The dynamic viscosity of gaseous species (in Pa·s) was calculated according to the
Chapman-Enskog equation [9]:

µ = 2.6693 ·10−6
√

1000MT
σ2Ωµ

, (A1.9)

where σ is the collision diameter and Ωµ is the collision integral of the molecule.
The collision integral was estimated as follows [10, 11]:

Ωµ = 1.147
(

kBT
ε

)−0.145

+

(
kBT

ε
+0.5

)−2

, (A1.10)
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where kB is the Boltzmann constant and ε is the Lennard-Jones potential well depth.
The Lennard-Jones parameters σ and ε/kB of the relevant species were taken from the
literature [12] and are shown in Table 1.

Table 1. Lennard-Jones parameters for gaseous species [12].

Species
Property O2 CO CO2 N2 Ar
σ [Å] 3.433 3.590 3.996 3.681 3.418
ε/kB [K] 113.0 110.0 190.0 91.5 124.0

During decarburization, the top slag consists of a molten slag phase saturated with
chromium oxide and a solid chromium oxide phase [13]. An exhaustive review of the
viscosity models for molten slags is available in the literature [14] and is not repeated
here. In this work, the viscosity of the liquid part (µS(l)) was calculated using the
viscosity model proposed by Forsbacka et al. [15], which is an extension of the modified
Urbain model [16] for the Al2O3–CaO-CrO–Cr2O3–’FeO’–MgO–SiO2 system. The
dynamic viscosity (in Pa·s) is given by the Weymann-Frenkel relation [15]:

µS(l) = 0.1 ·AT exp
(

1000B
T

)
, (A1.11)

The parameters A, m, B, and α are defined according to Eqs. A1.12, A1.13, A1.14,
and A1.15, respectively [15].

− lnA = mB+n , (A1.12)

m = mAl2O3 XAl2O3 +mCaOXCaO +mFeOXFeO

+mCr2O3 XCr2O3 +mMgOXMgO +mSiO2 XSiO2 , (A1.13)

B =
3

∑
i=0

b0
i X i

SiO2
+

3

∑
i=0

2

∑
j=1

[
bCaO, j

i
XCaO

XCaO +XFeO +XCr2O3 +XMgO

+bFeO, j
i

XFeO

XCaO +XFeO +XCr2O3 +XMgO

+bCr2O3, j
i

XCr2O3

XCaO +XFeO +XCr2O3 +XMgO

+bMgO, j
i

XMgO

XCaO +XFeO +XCr2O3 +XMgO

]
α jX i

SiO2
, (A1.14)

α =
XCaO +XFeO +XCr2O3 +XMgO

XAl2O3 +XCaO +XFeO +XCr2O3 +XMgO
, (A1.15)
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where X is the cation fraction, while n and b are constants available in Ref. [15].
The cation fractions were calculated according to [17]:

Xi =
xiNO,i

n
∑
j

x jNO, j

, (A1.16)

where xi is the mole fraction of species i and NO,i is the number of oxygen atoms in
one molecule of species i. The effect of solid particles on the effective viscosity of slag
in the decarburisation stage was taken into account by employing the concept of relative

viscosity:

µS = µS(l)µS,rel , (A1.17)

where µS(l) is the viscosity of the liquid part and µS,rel is the relative viscosity.
Numerous models have been proposed for calculating the relative viscosity based on the
volume fraction of solids [18–25]. In this work, the relative viscosity was calculated
according to Thomas [25]:

µS,rel = 1+2.5φ +10.05φ 2 +0.00237× exp(16.6φ) , (A1.18)

where φ is the solid fraction. In this work, it was assumed that the volume fraction
of solids in the slag is equal to their weight-fraction, i.e. φ(s) = y(s). The weight-fraction
of the solids was defined as a linear function of the weight-fraction of solid Cr2O3 in the
slag:

y(s) = A · yCr2O3 (s) , (A1.19)

where A is a fitting parameter and yCr2O3 is the weight-fraction of solid Cr2O3 in the
slag. The weight-fraction of solid Cr2O3 was calculated as follows:

yCr2O3 (s) = max(yCr2O3 − yCr2O3 (l),0) , (A1.20)

where yCr2O3 is the total weight-fraction of Cr2O3 in the slag and yCr2O3 (l) is the
maximum weight-fraction of soluble Cr2O3 in the liquid slag. The solid fractions of the
slag samples taken in this work were calculated with the FactSage 7.0 thermodynamic
software [26] at the temperature measured from metal bath at corresponding occasions.
With the help of the results of these calculations, the values of yCr2O3 (l) and A were
determined based on the method of least squares. The best agreement was obtained with
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yCr2O3 (l) = 0.078 (i.e. 7.8 wt-%) and A = 1.55. It should be noted that the employed
value of Cr2O3 solubility is quite close to the value of yCr2O3 (l) = 0.05 (i.e. 5 wt-%)
employed by Wei and Zhu [27].

1.1.3 Mass diffusivity

In view of the relatively dilute concentrations of species dissolved in the steel bath [28],
the effective mass diffusivities of species in the metal phase were assumed to be equal to
their interdiffusivity in liquid iron. Where possible, their temperature dependency was
described by an Arrhenius type relationship [29]:

DL = D0 exp
(
−ED

RT

)
, (A1.21)

where D0 is the maximum mass diffusivity and ED is the activity energy of diffusion.
The effective mass diffusivities of species in the gas phase were assumed to be equal
to the binary mass diffusivity of O2 in O2–CO system, for which a value of DG,eff =
0.185 × 10–4 m2/s at 273.0 K (–0.15◦C) and 101325 Pa was extracted from Wilke and
Lee [30]. As shown by Taylor and Krishna [28], this assumption holds well for the
O2–N2–CO system. The effect of pressure and temperature on the mass diffusivity of
gaseous species was treated similarly as by Järvinen et al. [31]:

DG = DG,eff ·
(

TG

Tref

)1.5( pref

pG

)
, (A1.22)

where DG,eff is the effective mass diffusivity at ambient pressure, Tref is the reference
temperature of the effective mass diffusivity, pref is the reference pressure, and pG is
the total gas pressure. The species in the slag phase were assigned an equal effective
diffusivity. In the top-blowing model, the effective diffusivity was estimated to be 5.0 ·
10−10 m2/s at 1873 K (1600 ◦C) based on a compilation of experimental data by Mills
[32]. To account for the effect of lower slag viscosity on the diffusivity, a slightly higher
value of 1.0 · 10−9 m2/s was employed in the reduction model.

1.1.4 Thermal conductivity

The description for the thermal conductivity of the liquid steel (AISI 304) was taken
from Ref. [3] and can be expressed as follows:
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λL = 12.41+0.003279T . (A1.23)

The thermal conductivity of the gas mixture was calculated according to the Mason–
Saxena equation [33]. A slightly modified form of this equation can be presented as
follows [9]:

λG =

nG

∑
i

xiλi
nG
∑
i

x jΦi j

, (A1.24)

where λi is the thermal conductivity of species i. The parameter Φi j was calculated
based on the Chapman-Enskog theory (see Eq. A1.8). The thermal conductivity
polyatomic gaseous species at low density can be calculated with the Eucken equation
[34], which was obtained from Bird et al. [9]:

λ =

(
cp +

5
4

R
M

)
µ . (A1.25)

It should be noted that Eq. A1.25 includes monoatomic gases as a special case [9].
The thermal conductivity of the slag phase was assigned a value of λS = 1.0 W/(m·K),
which represents a rough estimate based on the compilation of thermal conductivity data
by Mills and Susa [35].

1.1.5 Interfacial tension

The effective metal–slag interfacial tension was assumed to be 50% of the nominal
metal–slag interfacial tension. The nominal metal–slag interfacial tension can be
calculated according to the Girifalco–Good equation [36]:

σL–S = σL +σS−2φ(σL ·σS)
1/2 , (A1.26)

where φ is the proportionality factor. The values applicable for the reduction stage
are σL = 1.5 N/m [37], σS = 0.49 N/m [38], and φ = 0.503 [38]. Substituting the
aforementioned values to Eq. A1.26 yields a nominal interfacial tension of σL–S ≈ 1.13
N/m. The resulting effective interfacial tension is σL–S ≈ 0.56 N/m.
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1.2 Thermodynamic properties

1.2.1 Interaction parameters

The molar first-order interaction parameters employed in the top-blowing and reduction
models are shown in Tables 2 and 3, respectively. With the exception of εSi

Si and εMn
Mn , the

parameters employed in the reduction model are the same as those employed in the
top-blowing model. A higher value of εSi

Si was employed to obtain a sufficient oxidation
of Si, while the value of εMn

Mn was adjusted to enable sufficient reduction of MnO.

Table 2. Molar first-order interaction parameters employed in the top-blowing
model. Reproduced from Article I.

ε j
i Fe Cr Mn Si C

Fe – – – – –
Cr – 0.00475 [39] – 1.73 [40] –4.9 [41]
Mn – – –0.642 [39] –3.3 [41] –1.9 [41]
Si – 1.73 [40] –3.3 [41] 12.0 [41] 9.8 [41]
C – –4.9 [41] –1.9 [41] 9.8 [41] 13 [41]
O – –4.84 [42] –4.7 [42] –7.1 [42] –20 [42]
N – –9.8 [41] –4.5 [41] 6.1 [41] 7.2 [41]
Ni – –0.0027 [41] –1.8 [41] 1.2 [41] 2.4 [41]
Al – – – 7.0 [41] 5.3 [41]
S – –2.2 [39] –5.9 [39] 9.2 [39] 6.3 [39]
ε j

i O N Ni Al S
Fe – – – – –
Cr –4.84 [42] –9.8 [41] –0.0027 [41] – –2.2 [39]
Mn –4.7 [42] –4.5 [41] –1.8 [41] – –5.9 [39]
Si –7.1 [42] 6.1 [41] 1.2 [41] 7.0 [41] 9.2 [39]
C –20.0 [42] 7.2 [41] 2.4 [41] 5.3 [41] 6.3 [39]
O –10.7 [42] 4.0 [43] 2.4 [42] –434.2 [43] –17.1 [43]
N 4.0 [43] 0.75 [41] 1.6 [41] 1.6 [41] 1.4 [43]
Ni 2.4 [42] 1.6 [41] 0.17 [43] – 0 [42]
Al –434.2 [43] 1.6 [41] – 5.5 [43] 4.4 [43]
S –17.1 [43] 1.4 [43] 0 [42] 4.4 [43] –5.6 [39]
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Table 3. Molar first-order interaction parameters employed in the modified reduc-
tion model.

ε j
i Fe Cr Mn Si C

Fe – – – – –
Cr – 0.00475 [39] – 1.73 [40] –4.9 [41]
Mn – – –100 –3.3 [41] –1.9 [41]
Si – 1.73 [40] –3.3 [41] 126.6 [40] 9.8 [41]
C – –4.9 [41] –1.9 [41] 9.8 [41] 13 [41]
O – –4.84 [42] –4.7 [42] –7.1 [42] –20 [42]
N – –9.8 [41] –4.5 [41] 6.1 [41] 7.2 [41]
Ni – –0.0027 [41] –1.8 [41] 1.2 [41] 2.4 [41]
Al – – – 7.0 [41] 5.3 [41]
S – –2.2 [39] –5.9 [39] 9.2 [39] 6.3 [39]
ε j

i O N Ni Al S
Fe – – – – –
Cr –4.84 [42] –9.8 [41] –0.0027 [41] – –2.2 [39]
Mn –4.7 [42] –4.5 [41] –1.8 [41] – –5.9 [39]
Si –7.1 [42] 6.1 [41] 1.2 [41] 7.0 [41] 9.2 [39]
C –20.0 [42] 7.2 [41] 2.4 [41] 5.3 [41] 6.3 [39]
O –10.7 [42] 4.0 [43] 2.4 [42] –434.2 [43] –17.1 [43]
N 4.0 [43] 0.75 [41] 1.6 [41] 1.6 [41] 1.4 [43]
Ni 2.4 [42] 1.6 [41] 0.17 [43] – 0 [42]
Al –434.2 [43] 1.6 [41] – 5.5 [43] 4.4 [43]
S –17.1 [43] 1.4 [43] 0 [42] 4.4 [43] –5.6 [39]

1.2.2 Thermochemical properties

According to Hess’s law, the heat content change in a chemical reaction at constant
temperature and pressure is independent of the number of stages between the initial
and final state [44]. Consequently, the reaction enthalpy and reaction entropy can be
calculated according to Eqs. A1.27 and A1.28, respectively.

∆H◦ =
n

∑
i=1

νiH◦i , (A1.27)

∆S◦ =
n

∑
i=1

νiS◦i , (A1.28)

where νi, ∆H◦, and ∆S◦ are the stoichiometric coefficient, enthalpy, and entropy of
species i. The values of ∆H◦ and ∆S◦ at temperature T were calculated as follows:
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H◦ = H◦298.15 K +

T∫

298.15 K

Cp dT +H◦tr,T +H◦dis , (A1.29)

S◦ = S◦298.15 K +

T∫

298.15 K

Cp

T
dT +S◦tr,T +S◦dis , (A1.30)

where H◦298.15 K is the enthalpy at 298.15 K (25 ◦C), Cp,i is the molar heat capacity,
H◦tr is the total enthalpy of phase transformations from 298.15 K (25 ◦C) to T , H◦dis is
the enthalpy of dissolution, S◦298.15 K is the entropy at 298.15 K (25 ◦C), S◦tr is the total
entropy of the phase transformations from 298.15 K (25 ◦C) to T , and S◦dis is the entropy
of dissolution. The enthalpies H◦i and entropies S◦i correspond to the following standard
states: the Henrian standard state for the species dissolved in the steel bath and the
Raoultian standard state for the gas and slag species. For the dissolved species, the
relevant values of H◦dis and S◦dis were obtained from Sigworth and Elliott [43]; for the gas
and slag species H◦dis and S◦dis were set to zero. The molar heat capacity at temperature T

is calculated on the basis of the Shomate equation [45]:

Cp = A+B ·10−3T +C ·105T−2 +D ·10−6T 2 , (A1.31)

where A, B, C, and D are the fitting parameters applicable to a certain temperature
interval. A comprehensive database of the Shomate equation parameters was taken
from HSC Chemistry [45]; for the studied species, the data covers temperatures from
room temperature (or lower) to at least 4000 K (3727 ◦C). The specific heat capacities
of species i and phase ψ at temperature T are defined by Eqs. A1.32 and A1.33,
respectively.

cp,i(T ) =
Cp,i(T )

Mi
, (A1.32)

cp,ψ(T ) =
nψ

∑
i

yi,ψ cp,i(T ) , (A1.33)

where M is the molar mass and yi,ψ is the mass fraction of species i in phase ψ .
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1.3 Other properties

1.3.1 Terminal velocity

Gas bubbles

The terminal velocity of the gas bubbles was calculated according to Mendelson [46]:

ub =

(
2σL

ρLdb
+

gdb

2

)1/2

, (A1.34)

where σL is the surface tension of liquid metal, ρL is the density of liquid metal,
and db is the bubble diameter. In [47] it was found that Eq. A1.34 could be used to
correlate experimental data from argon bubbles in liquid mercury to the precision of the
experiments. Therefore, the application of Eq. A1.34 for liquid steel appears to be
justified. The bubble diameter was obtained from [31]:

db = 0.168
√

σL

ρ2/3
L

. (A1.35)

Metal droplets

In order to define the terminal velocity of the metal droplets in a slag–metal–gas emulsion,
the metal phase was taken as the dispersed phase, while the slag–gas continuum was
taken as the continuous phase. The terminal velocity was calculated for each size class
by making use of the equation proposed by Subagyo and Brooks [48]:

ut =





1
18

(ρL−ρSG)gd2
md

µSG
R if Re < 1

0.1528
[
(ρL−ρSG)gdmd

ρSG

(
ρSGdmd

µSG

)0.6
R

]0.7143

if 1≤ Re < 103

1.7408
[
(ρL−ρSG)gdmd

ρSG
R
]0.5

if 103 ≤ Re < 104

, (A1.36)

where ρSG is the density of the slag–gas continuum, µSG is the dynamic viscosity of
the slag–gas continuum, and R is a correction factor, which relates the terminal velocity
of a fluid sphere to the velocity of a spherical body moving in a fluid by gravitational
force. For Eq. A1.36, the Reynolds number of each size class was evaluated as follows:
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Re =
ρSGutdmd

µSG
. (A1.37)

Similarly to Subagyo and Brooks [48], the parameters ρSG, µSG, and R were solved
from Eqs. A1.38, A1.39, and A1.40, respectively.

ρSG = ρS (1−φG) , (A1.38)

µSG =
2
3

µS (1−φG)(
1−φ 1/3

G

) , (A1.39)

R=
3µSG

(
1−φ 1/3

L

)(
1−φ 5/3

L

)
+
[
3− 9

2

(
φ 1/3

L −φ 5/3
L

)
−3φ 2

L

]
µL

2µSG

(
1−φ 5/3

L

)
+
(

3+φ 5/3
L

)
µL

, (A1.40)

where φS, φG, and φL are the volume fractions of the slag, gas, and metal phases.
The volume fraction of metal droplets in the emulsion was defined as

φL =
VL

VL +VG +VS
where VG =

φG

1−φG
(VL +VS) . (A1.41)

The volume-fraction of gas in the emulsion was solved numerically from the
correlation proposed by Gou et al. [49]:

φ 2
G

1−φG
= 0.91u0.57

s , (A1.42)

where us is the superficial velocity. The superficial velocity was defined as the ratio
of the gas flow rate from the plume and the cross sectional area of the slag layer, i.e.

us = V̇G,plume/Aslag.

Slag droplets

The slip velocity between the steel bath and the slag droplets was taken to equal the
terminal velocity of the slag droplets in the vertical direction. At the terminal velocity,
the following force balance must hold:

Fbuoyancy = Fdrag +Fgravitation , (A1.43)

where Fbuoyancy, Fdrag and Fgravitation are the buoyancy force, drag force, and gravi-
tation acting on the slag droplet. Solving the force balance for the terminal velocity
corresponding the Sauter mean diameter (d32,sd) yields [50]:
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usd =

√
4gd32,sd

3Cd

(ρL−ρS)

ρL
, (A1.44)

where Cd is the drag coefficient. In this work, the drag coefficient of a slag droplet in
liquid metal was solved according to the Lapple correlation (Eq. A1.45), which is valid
for Re < 1000 within +5% to –8% range of deviation [51].

Cd =
24
Re
(
1+0.125Re0.72) where Re =

usdd32,sdρL

µL
, (A1.45)

where Cd is the drag coefficient. The terminal velocity is solved numerically from
Eqs. A1.44 and A1.45 using the Newton’s method.

Fluid spheres

The terminal velocities of fluid spheres can be calculated as follows [50]:

ut =

√
4gdp

3Cd

∆ρ
ρc

, (A1.46)

where the subscript c indicates the properties of the continuous phase. Here, the
drag coefficient was calculated according to the empirical equations proposed by Hu and
Kintner [52]:

Cd = 1.661C−0.038 , (A1.47)

in which C is a substance specific constant, which is defined according to

C =
3
4

Re4

CdWe3 =
ρcσ3

gµc∆ρ
. (A1.48)

The value of the Weber number was assumed to have a constant value of We = 3.58.

1.3.2 Geometry of the cavity

The geometry of the cavity was determined based on the following assumptions:

– Because the cavity is in oscillating motion, the analysis is based on quasi-steady state
flow conditions [53, 54].
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– Individual cavities follow the form of a paraboloid of revolution [55, 56]. In the case
of multihole lances, it is assumed that the cavities are non-coalescing, and hence
the number of cavities is equal to the number of the gas jets. Observations with
high-speed cameras [57] suggest that this assumption is valid when the inclination
angle is greater than 10◦.

– Neither chemical reactions [58–60] or the interference of top slag [59] affect the
geometry of the cavity.

The surface area of a single cavity, i.e. a paraboloid of revolution excluding its base,
can be calculated from [61]:

Acav,1 =
π
6

rcav

h2
cav

[(
r2

cav +4h2
cav
)3/2− r3

cav

]
, (A1.49)

where hcav is the depth of the cavity and rcav is the top radius of the cavity. The
total surface area of the cavities caused by a multi-hole lance was calculated simply by
multiplying the surface area of a single cavity by the number of exit ports in the top
lance [62, 63]:

Acav = nlance ·Acav,1 , (A1.50)

where nlance is the number of holes in the nozzle. The mathematical description for
hcav and rcav was adopted from Koria and Lange [64]:

hcav = 4.469Ṁ0.66
h hlance , (A1.51)

rcav = 0.5 ·2.813Ṁ0.282
d hlance , (A1.52)

where hlance is the lance height, Ṁd is the horizontal component of the dimensionless
momentum flow rate, and Ṁh is the vertical component of the dimensionless momentum
flow rate. The definitions of Ṁh and Ṁd are given in Eqs. A1.53 and A1.54, respectively.
Due to the assumption of non-coalescing cavities, Ṁd was calculated for a single cavity.

Ṁh =
ṁn cosθ
ρLgh3

lance
, (A1.53)

Ṁd =





ṁt

ρLgh3
lance

(1+ sinθ) (for the diameter of a single cavity)

nlanceṁn sinθ
ρLgh3

lance
(for the diameter of multiple cavities)

, (A1.54)
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where θ is the inclination angle of the nozzle holes relative to the central axis, ρL is
the density of the metal phase, and g is the acceleration due to gravity. According to
Koria and Lange [64], the dimensionless momentum flow rates ṁn and ṁt are defined by
Eqs. A1.55 and A1.56, respectively.

ṁn =
mt

nlance
, (A1.55)

ṁt = 0.7854nlanced2
t pamb

(
1.27

p0

pamb
−1
)
, (A1.56)

where pamb is the ambient pressure (in Pa), dt is the throat diameter of the nozzle and
p0 is the supply pressure (in Pa). However, Eq. A1.56 is applicable only for diatomic
gases. In the case of non-diatomic gases, a more general expression for ṁt can be
derived based on the equations presented by Koria [65]:

ṁt =
1
4

πd2
t nlance


p0

(
2γ2

γ +1

)0.5( 2
γ +1

) γ+1
2(γ−1)

+(0.53p0− pamb)


 , (A1.57)

where γ is the isentropic expansion factor of the gas mixture. In the case of gas
mixtures, an average value of γ can be calculated based on the molar composition:

γG =
nG

∑
i=0

γixi . (A1.58)

In accordance with the ideal gas law, the isentropic expansion factors of individual
molecules were calculated based on their degrees of freedom:

γ = 1+
2
f
, (A1.59)

where f denotes the degree of freedom. The degrees of freedom consist of transla-
tional, rotational and vibrational degrees of freedom. Due to low temperature of the
gas injected, the vibrational degrees of freedom can be ignored. Hence, the degrees of
freedom were defined as f = 3 for monoatomic gases (Ar), f = 5 for diatomic gases
(O2, N2 and CO) and f = 6 for triatomic gases (CO2).
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