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Abstract—In this paper, we study real-world performance of
Sigfox, which is one of the most mature Low-Power Wide-
Area Network (LPWAN) technologies that operate in unlicensed
frequency bands. During an extensive measurement campaign
conducted over three months in the city of Brno, Czech Re-
public, we assessed the communication performance and the
radio channel properties in 311 different test locations. We
observed that despite the challenging natural landscape and
urban environment of the test area, more than 94% of the
packets sent were received successfully, with at least one packet
delivered from 297 out of 311 tested locations. Our results
also reported experiment-based radio channel and signal-to-noise
characterization as well as provided insights into the efficiency
of two crucial mechanisms used by Sigfox to improve the packet
delivery – packet repetition and multi-gateway reception. Finally,
we employed our experimental data to understand the efficiency
of two non-fingerprint localization methods based on received
signal strength indicator in a practical Sigfox network.

Index Terms—LPWAN, Sigfox, experiment, performance, mea-
surement, localization, triangulation, IoT

I. INTRODUCTION

The XXth century has brought remarkable progress in
human-centered wireless connectivity. The first decades of
the XXIst century have introduced new connectivity actors
to the stage – the machines. They are becoming excessively
diverse with respect to their appearances, capabilities, re-
sources, applications, targets, motivations, and communication
needs. To address these needs and to enable the formation
of a harmonized connectivity landscape for all machines –
the Internet of Things (IoT) – novel wireless communication
technologies [1] have been developed in the past years.

Specifically, to effectively address the demands of non-
critical IoT applications with infrequent data transmissions
and across wide deployment areas, e.g., smart meters or
tracking devices, to name a few, the Low Power Wide Area
Network (LPWAN) [1], [2] technologies have been introduced.
Based on the employed frequency spectrum, the LPWAN
technologies of today can be divided into two major groups.
The Narrow-Band IoT (NB-IoT) and Long-Term Evolution-
Machine (LTE-M) solutions are developed by the 3rd Gener-
ation Partnership Project (3GPP) and originate from the well-

known mobile broadband technology named LTE. They benefit
from operating in the licensed frequency bands. In contrast to
these, a much broader and more diverse group of LPWAN
options operate in the unlicensed bands.

The two unlicensed-band LPWAN technologies dominating
the today’s market are Sigfox and LoRaWAN [3]. Both of
these solutions (i) follow the star-of-stars network topology
(composing the end devices (EDs), gateways (GWs), and
server / cloud), (ii) use Aloha-based media access control
(MAC) with random selection of a frequency channel (or
carrier frequency in the case of Sigfox), (iii) do not imply any
association between a GW and EDs, and (iv) operate in sub-
GHz Industrial, Scientific, and Medical (ISM) band (868 MHz
in Europe and 915 MHz in the US). Among the key differences
between the two technologies are (i) different modulations
and bandwidths, (ii) a number of available modulation and
coding schemes (MCS) and MCS adaptation mechanisms,
and (iii) limitations and business models.

Specifically, LoRa modulation enabling the LoRaWAN so-
lution spreads the signal over the band of 125 kHz, while
Sigfox signals are ultra-narrowband and occupy the frequency
band of 100 to 600 Hz. Moreover, LoRaWAN network allows
adapting the transmit power and MCS (i.e., the spreading
factor parameter) based on the radio channel conditions, while
the transmit power and modulation for Sigfox are fixed.
Both of these approaches have their pros and cons. For the
EDs located closer to the GWs, LoRaWAN helps reduce
their energy consumption and increase the throughput via
dedicated signaling mechanisms. Meanwhile, Sigfox devices
do not require any channel information, which is more pre-
dictable concerning the energy consumption and throughput.
Finally, regarding the business model, LoRaWAN supports
both operator-deployed public networks and user/application-
specific private networks. All of the Sigfox deployments are
consolidated into a global public network, with a single
operator covering each geographical zone.

Even though Sigfox has been in commercial roll-outs for
longer (since 2012 - 2013) than LoRaWAN (since 2015), which
is owing to the possibility of a private network deployment by



any party, the LoRaWAN technology has been studied much
more extensively. Specifically, aside from numerous surveys
and overviews comparing the technical solutions and their
performance, while speculating on the use cases of different
LPWAN options, only a limited number of works addressing
Sigfox are available. The energy consumption model of a
Sigfox device has been reported in [4]. The scalability of a
Sigfox network has been investigated using analytical methods
by the authors of [5]–[7]. The localization capabilities of
Sigfox based on the received signal strength indicator (RSSI)
fingerprinting have been studied in [8]–[10]. The experience
of developing applications over Sigfox has been summarized
by the authors of [11] and [12].

However, the volume of data about the real-world perfor-
mance of large-scale Sigfox networks and the effects per-
taining to such deployments are insufficiently covered in the
current literature. To address this gap, we here report on
the key findings of our extensive measurement campaign
conducted in the city of Brno, Czech Republic, over the period
of three months. During this time, the communication perfor-
mance of over three hundred test locations was characterized.
The results of the subsequent analysis reveal the practical
performance of a large-scale Sigfox network, which constitutes
the major contribution and the main novelty of this paper.
The secondary contributions are our results demonstrating the
performance of localization based on the RSSI data from
multiple Sigfox gateways and a propagation model determined
from our experimental data.

The rest of this paper is organized as follows. In Section II,
we review the relevant aspects of the Sigfox technology. In
Section III, we outline our experimental configurations and
procedures. In Section IV, we first report and discuss our key
measurement-specific findings, and then present the results of
RSSI-based localization. Finally, Section V summarizes our
messages and concludes the paper.

II. SIGFOX TECHNOLOGY BACKGROUND

A Sigfox network is composed of the EDs, the GWs, and the
cloud core. The EDs transfer their data wirelessly to the GWs,
which forward the said data via an Internet connection into
the cloud, thus making them accessible to a user through the
Application Program Interface (API). The underlying security
solution is based on symmetric keys, which are given to the
EDs during their manufacturing or deployment, and registered
in the cloud core prior to the ED operation. Payload encryption
is an optional feature provided at an extra cost.

Fig. 1 illustrates a typical Sigfox communication procedure
and the respective frame structures. The communication be-
tween an ED and a GW is always initiated by the ED. The
latter can start its transmission at any instant of time given
that it does not violate the limitations of the radio channel
utilization imposed by the local regulatory authorities and
the Sigfox operators. The maximum user data payload of a
single uplink packet is limited to 12 bytes [13]. The uplink
transmissions are subject to Differential Binary Phase-Shift
Keying (D-BPSK) and are sent at the rate of 100 bps (Radio

Fig. 1. Sigfox bi-directional communication procedure in multi-frame mode
and respective frame structures.

Configurations (RCs) 1, 3, 5, and 6 – i.e., EU, Middle East,
Africa, and Asia [14]) or 600 bps (RCs 2 and 4 – both
Americas, Australia, and some Asia-Pacific regions [14]). The
carrier frequency is selected randomly within the operating
band (typically, 200 kHz) by maintaining a gap from the carrier
used for the previous uplink transmission [14]. The duration
of a frame (depending on the size of the payload) is 1.12 to
2.08 seconds for RCs 1, 3, 5, and 6, and between 187 and
347 ms for RCs 2 and 4 [14].

An ED can send a packet either once (so-called single-
frame transmission mode) or repeat it several times (typically
three times, named multi-frame transmission mode), each
time selecting its carrier frequency randomly [15] and using
different convolutional codes [14]. The delay between the
packet repetitions may range from 4 uplink symbol durations
(i.e., 40 ms for EU and 6.7 ms for the US) to two seconds (RC
1, 2, 4, and 5) [16]. Based on their maximum transmit power
in the uplink, Sigfox EDs are subdivided into four classes
labeled 0U (12 - 16 dBm for EU or 20 - 24 dBm for the US) to
3U (below 0 dBm for EU or 5 dBm for the US) [15], [16]. It
is expected that for most of the devices, the transmit power
remains constant throughout their lifetime [15].



Bi-directional communication is an optional feature in Sig-
fox (named ”B-procedure”, in contrast to ”U-procedure” for
uplink-only; the procedure is selected on a per-message basis).
The ED initiates a B-procedure by setting a special flag in the
uplink frame header [14]. Twenty (or 19, for RC 3 and 5)
seconds after the end of the first uplink packet transmission,
the ED opens a receive window with 25 (or 33.5, for RC 3
and 5) seconds of duration. The frequency at which the ED
listens on is calculated based on the carrier of the first uplink
frame and the region-specific offset [14]. Note that in the case
of using a multi-frame transmission under ”B-procedure”, the
carrier frequency for the second and third retransmissions is
selected by introducing a dedicated region-specific shift from
the carrier frequency of the first retransmission.

For all RCs, downlink transmissions are subject to Gaussian
frequency-shift keying (GFSK) with the rate of 600 bps. The
maximum size of user data is limited to 8 bytes. Upon a
successful reception of a downlink message, the ED is required
to send an uplink confirmation control message [14] carrying
the basic information about the device status and the RSSI for
the downlink message. The transmission needs to start within
1.4 to 4 seconds from the downlink packet reception time by
using a single-frame mode and a random carrier frequency.

III. MEASUREMENT SETUP AND PROCEDURE

Our measurements have been carried out in the city of Brno,
Czech Republic, from February to April 2019. The size of
the test area was approximately 12 km north to south and
24 km west to east. The tests were conducted in 311 different
locations1, which were primarily public transportation stop
points. The test area was served by multiple Sigfox SBS-T3
GWs, having the sensitivity of up to -142 dBm and operating in
868 MHz band. As ED equipment, we used Adeunis RF Sigfox
field test device. The transmit power was configured to 14 dB
(25 mW), and we employed 0 dBi integrated omnidirectional
wire-antenna. The device was sending its data in the multi-
frame mode via U-procedure.

During our measurements, the test device was positioned
at each test point approximately one meter above the ground
level, away from buildings and other obstacles. The device was
powered up and made to transmit several radio frames. The
timestamps of the beginning and the end of each experiment
as well as the accurate location of every test point according
to the global navigation satellite system (GNSS) receiver
were recorded. After the tests, per-packet data (including the
radio parameters measured by the GWs, timestamps, and
information about the number of repetitions received) were
downloaded from the Sigfox cloud and processed. Note that
for each packet, the information from at most four GWs
has been made available. The locations of the GWs were
determined from the map with the accuracy of about ±50m.

1The map of measurement points is available via: https://drive.go
ogle.com/open?id=1_m9OAu4IKJqdzjAyo0AD1bnRBPrbbJrZ&u
sp=sharing

Fig. 2. Map of experiment area demonstrating test locations and whether any
packets have been received from a location.

Fig. 3. Effect of proximity to the nearest GW on outage probability.

IV. SELECTED RESULTS

A. Main Experimental Findings

Fig. 2 illustrates the test area by depicting the location of
each test point. In green, we mark the locations from which at
least one packet has been received, and in red we highlight the
ones from which no data has been delivered. In what follows,
the latter ones are denoted as being in outage. Overall, the
data from 297 out of 311 test locations (95.5%) was received
and the cumulative packet delivery ratio (PDR) was 94.79%.

Fig. 3 displays the outage probability vs. the distance to
the nearest GW. None of the test points were located at the
distance of over 5.25 km and many were within 2 - 3 km from
the proximate GW. One of the test points in outage was located
within 500 m from its closest GW, and most points in outage
were 750 - 2000 m away from their GWs. Among the possible
reasons for this behavior are non-line-of-sight propagation
conditions and interference.

Figs. 4 and 5 illustrate the maximum RSSI of the signals
received from different locations and demonstrate the impact
of distance on the RSSI for each received packet, respectively.
For most of the locations, the RSSI level remained between -
110 and -130 dBm, and only from one test point the signal was



Fig. 4. Highest RSSI for signals from different test locations.

Fig. 5. RSSI vs. distance for each received radio packet.

below -130 dBm. The maximum and the minimum values of
the RSSI observed in our experiments were -72 and -144 dBm,
respectively. One can also notice a considerable variation in the
RSSI values for transmissions within the range of 0.5 to 10 km.
These are likely caused by the fact that at these distances, both
line-of-sight and non-line-of-sight transmissions are received
by the GWs. From Fig. 5, one can learn that several packets
were received by the GWs located at the distance of over
70 km away. Note that Fig. 5 also depicts the coefficients for a
least-squares fit using a logarithmic curve for the radio channel
model based on our experimental data.

The effect of distance to the GW receiving a packet on the
signal-to-noise ratio (SNR) measured by this GW and another
effect of the relation between the SNR and the RSSI are
highlighted in Figs. 6 and 7, respectively. For all the received
packets, the SNR was above 6 dB. The maximum SNR level
was around 16 dB. Considering the impact of RSSI on SNR,
one can expect that for the very high RSSI values, the SNR is
also typically large. However, for the radio packets with the
RSSI of below -90 dBm, the SNR may vary significantly.

Spatial diversity is one of the key mechanisms for increasing
the reliability of packet delivery in Sigfox. Fig. 8 shows how
many GWs on average have received a transmission from each

Fig. 6. SNR vs. distance for each received radio packet.

Fig. 7. SNR vs. RSSI for each received radio packet.

test location. Fig. 9 details these results further by highlighting
the share of packets received by various numbers of GWs.
One can see that 71.4% of the packets were received by at
least four GWs. The mean number of GWs receiving a packet
throughout the entire experimental campaign was 3.56.

Finally, Figs. 10 and 11 display the maximum number of
packet repetitions received from each test location and with
respect to the distance to the nearest GW, correspondingly.
One can infer that at almost any location there were packets
with all three repetitions received. However, there was also a
substantial number of packets for which only one repetition
has been used, even for the locations near the GWs.

B. On RSSI-based Localization

Given that many IoT applications either require or may
benefit from having location-specific information, we use our
experimental data to assess how accurately one may determine
a test point’s location based on the RSSI data. Given the
limited amount of experimental data, in what follows, we
exclusively consider non-fingerprint based methods. Note that
Sigfox provides native support for geolocation based on RSSI
and machine-learning [18]. Since the details of these features



Fig. 8. Number of GWs receiving packets from different test locations.

Fig. 9. Share of packets received by various numbers of GWs.

are not available, we here explore the performance of two
conventional methods.

The first method under test assigns the coordinates of the
GW having the highest RSSI as an estimate of the test point
location. Despite being straightforward, this approach works
in the case where at least one GW has received a packet. The
mean localization error demonstrated by the method at hand
over all the packets was 3.54 km, while the minimum and the
maximum errors were 0.13 and 25.5 km, respectively. For 80%
of the packets, the error was below 5.28 km.

The second examined method is the conventional triangu-
lation. First, the packets that have been received by at least
three GWs were identified. If four GWs received a packet,
for the purposes of triangulation, we used three GWs with the
highest RSSI. Further, we utilized our experimental channel
model (see the equation in Fig. 5) to determine the distance
to each GW and aimed at estimating the test point location
based on these data. In total, 610 out of 709 packets have
been received by at least three GWs, and only for 38 packets
the triangulation converged.

The resulting mean error was 6.31 km, while the minimum
and the maximum errors were 1.40 and 14.49 km, respectively.

Fig. 10. Maximum number of packet repetitions received from test points.

Fig. 11. Effect of distance between a test point and its GW on number of
repetitions received.

For 80% of the packets, the maximum error was below
8.52 km. To make a comparison of the two methods fair,
we then applied the first approach only to those packets,
for which triangulation produced meaningful results. The
mean, minimum, maximum, and 80-% percentile error for
this subset of packets constituted 5.2 km, 0.63 km, 18.88 km,
and 7.16 km, respectively. These results are comparable with
the performance of the initial version of Sigfox localization
algorithms (10 km for 80% of the packets [18]).

V. DISCUSSION AND CONCLUSIONS

The key contributions and novelty of this paper are in
the presented results of an extensive measurement campaign
that reports on the performance of a real-world multi-GW
Sigfox network. The experiments were carried out over three
months in 311 different locations around the city of Brno,
Czech Republic. They allow one to better understand the
behavior, capabilities, and limitations of a practical Sigfox
deployment and thus might become of interest to a broad range
of stakeholders, including the network planners, application
developers, and systems engineers. For academia, these results



represent valuable ground-truth information, which is scarce
in today’s literature.

Below, we summarize our main results and observations as
well as provide further clarifications:

• The communication reliability observed during our ex-
periments was rather high – 94.79% of the packets sent
were received, and we have acquired data from 95.5%
test locations. On average, a packet was received by 3.56
GWs. Based on these results, we can conclude that Sigfox
is a promising solution for a wide spectrum of low data
packet loss and delay tolerant applications. However, it
may not suit all the use cases that demand high reliability
constraints.

• The measurements were conducted in an urban area,
which is covered by several Sigfox GWs. For each test
location, at least one Sigfox GW was present within the
range of 5.25 km, and for the majority of the test points,
it appeared within 2.5 km range. However, during our
experiments, we also observed the reception of a few
packets from the distances exceeding 70 km.

• The experimental radio channel and SNR models were
contributed in this work. Also, we observed that the
variation of RSSI / SNR for the test locations at the same
distance from a GW is often very significant. When the
distance remains between 1 and 30 km, this difference is
especially large. A plausible reason here is the fact that at
these distances the packets traveling over the direct line-
of-sight path and suffering from refraction are received
by the GWs.

• Using the coordinates of the GWs with the best RSSI
as an estimate of device location resulted in the mean
error of 3.54 km, while having the error of below 5.28 km
for 80% of the cases. The triangulation method using
the data from three GWs with the best RSSI and our
experimental channel model converged for only 5.3% of
the packets. The mean error in this approach was 6.31 km,
while for 80% of the packets, the maximum error was
below 8.52 km. Note that most of our measurements were
carried out in an urban environment served by multiple
GWs. In suburban or rural environments, the results may
be different.

We expect that the features of the natural landscape and the
urban layout of the test area (i.e., hills and mid-rise buildings)
have impacted the propagation of the radio signal, thus af-
fecting our obtained results. Also, the same radio frequencies
might have been used by other radio communication and
LPWAN technologies, including, e.g., private and commercial
LoRaWANs. It is likely that they have created interference
during the measurements. Note that all our measurements
have been conducted outdoors and on the ground level; com-
munication in more challenging environments (e.g., building
basements) was not considered. However, the RSSI levels
observed in many test locations were rather high, thus offering
a reasonable margin for combating additional attenuation
introduced by, e.g., building walls.

Among our further steps, we plan to arrange experimental
measurements of long-term fluctuations in practical Sigfox
radio channels, as well as produce a more focused charac-
terization of how the deployment environment (e.g., indoor or
sub-terrain layouts) affects the communication performance.
Another important challenge is the optimization of Sigfox
device operation, including, e.g., switching between single-
and multi-frame modes. Analysis of data traffic to enable GWs
to save energy by entering a sleep mode might also be of
interest.
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