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Abstract—A remarkable progress in the Low Power Wide
Area Network (LPWAN) technologies over the recent years
opens new opportunities for developing versatile massive Internet
of Things (IoT) applications. In this paper, we focus on one
of the most popular LPWAN technologies operating in the
license-exempt frequency bands, named LoRaWAN. The key
contribution of this study is our unique set of results obtained
during an extensive measurement campaign conducted in the
city of Brno, Czech Republic. During a three-months-period,
the connectivity of a public Long Range Wide Area Network
(LoRaWAN) with more than 20 gateways (GWs) was assessed
at 231 test locations. This paper presents an analysis of the
obtained results, aimed at capturing the effects related to the
spatial diversity of the GW locations and the real-life multi-GW
network operation with all its practical features. One of our
findings is the fact that only for 47% tested locations the GW
featuring the minimum geographical distance demonstrated the
highest received signal strength and signal-to-noise ratio (SNR).
Also, our results captured and characterized the variations in the
received signal strength indicator (RSSI) and SNR as a function
of the communication distance in an urban environment, and
illustrated the distribution of the spreading factors (SFs) as a
result of the adaptive data rate (ADR) algorithm operation in a
real-life multi-GW deployment.

Index Terms—LPWAN, LoRaWAN, spatial diversity, multiple
gateways, experiment, performance, measurement

I. INTRODUCTION

Every single year both the number and the utility of the
miniature machines deployed around us increase dramatically.
The data invisibly flowing through the air between the var-
ious sensors, servers, data processing systems, and actuators
become an essential enabler for the novel and diverse Internet
of Things (IoT) applications. Substantial efforts have been
invested over the past years to develop efficient wireless
connectivity solutions to serve the massive IoT [1] to improve
the continuity of these data flows.

Among the diverse technologies composing the IoT con-
nectivity landscape, the group of solutions, which are jointly
referred to as Low Power Wide Area Networks (LPWAN) [1],
[2], showed tremendous growth in the past few years [3]. The
ultimate aim of these technologies is to provide a scalable,
cost- and energy-efficient option for the non-critical IoT ap-
plications, subject to infrequent transmissions of small data
chunks by each device. To achieve this, many of the LPWAN

technologies utilize star-of-stars topology and aim to maximize
the last-hop wireless communication distance.

The LPWAN technologies available today can be divided
into two major groups. The first one consists of the 3rd
Generation Partnership Project (3GPP) Narrow-Band IoT (NB-
IoT) and Long-Term Evolution-Machine (LTE-M) radios. The
aforementioned solutions have evolved from the Long-Term
Evolution (LTE) and are intended to operate in the licensed
frequency bands. For this reason, they emphasize the efficient
use of valuable time-frequency resources, thus improving the
communication reliability at the cost of more advanced and
energy-hungry signaling.

Another group is composed of multiple LPWAN tech-
nologies operating in the available-for-everyone unlicensed
frequency bands. Given that these bands are shared by various
non-synchronized systems, some of which are not employing
any listen-before-talk provisioning, the interference is often
inevitable. For this reason, the LPWAN technologies operating
in the unlicensed bands typically use simpler, often Aloha-
based, channel access mechanisms. Saving on signaling and
thus reducing the related energy consumption, this introduces
a challenge of improving the chances of packet delivery. This
challenge is often addressed through either, or a combina-
tion of, the following four mechanisms: (i) increase of the
transmission time and/or signal spreading, (ii) repetition of a
packet, (iii) use of error-correcting codes, and (iv) employment
of receiver spatial diversity.

Two of the unlicensed-bands LPWAN technologies cur-
rently dominate the market: Sigfox and Long Range Wide
Area Network (LoRaWAN) [3]. The Sigfox solution is based
on the use of ultra-narrow band radio signal and supports only
one modulation-coding scheme (MCS) for the uplink channel.
The business model resembles that of the traditional cellular
telecom, but there is a single operator deploying multiple
gateways in each country. The LoRaWAN solution uses more
broadband signals and supports multiple MCSs allowing to
achieve different trade-offs between the on-air time and the
maximum communication range by modifying the spreading
factor (SF) parameter of the LoRa modulation [4]. When it
comes to the business model, the LoRaWAN supports not
only operator-deployed public networks but also application-
or user-specific private networks.
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Fig. 2. Effect of the distance to the nearest GW on the outage probability.

Both LoRaWAN and Sigfox have been in active commer-
cial deployment since late 2015 and are currently present
in multiple countries around the globe. In the past years,
these technologies have also been actively addressed by the
academia. The LoRaWAN, owing to the ease of a private
network deployment, has been experimentally studied in detail.
Specifically, by now, multiple papers discuss the coverage of
a LoRaWAN network in various geographical regions [S]—
[10]. Typically, these measurements are limited to only a few
dozens of test points. Another usual limitation in these studies
is the use of only a single gateway (GW). Meanwhile, spatial
diversity is one of the critical mechanisms for improving the
scalability and reliability of LoRaWAN technology [11], [12].

To address this omission, in this paper, we report the results
of an extensive measurement campaign conducted during three
months in the city of Brno, Czech Republic. During this cam-

two hundred of different outdoor test locations to a commercial
public LoORaWAN network with more than twenty GWs. In
what follows, we report the results of our experimental data
analysis, by showing the real-life performance of a large
scale multi-GW LoRaWAN network and revealing several
interesting effects in such a deployment. These findings and
the results of their analysis constitute the major contribution
of this paper.

The rest of this text is organized as follows. In Section II,
we review the relevant technical background information about
the architecture and the operation of LoRaWAN. In Section III,
we detail our experimental setup and procedures, and in
Section IV we report and discuss our key results. Finally,
Section V concludes the paper and communicates its main
messages.

II. LORAWAN TECHNOLOGY BACKGROUND

Each LoRaWAN network includes three different types of
devices: the end devices (EDs), one or several GWs, and a
network server (NS) [14]. Additionally, a network may contain
a specialized join server (JS) to handle and coordinate inter-
network roaming. Typically, the EDs can send their data at
any time using an Aloha-like channel access mechanism. For
their uplink transmission, the EDs randomly select one of up
to sixteen frequency channels supported by the network (e.g.,
in 868 MHz Industrial, Scientific, and Medical (ISM) band
in Europe and 915 MHz ISM band in the US). Both the
transmit power and the SF (which, for the operation in the
EU region, can take up to 6 different values ranging from



SF7 to SF12 [13]) can be adjusted based on the radio channel
conditions for each ED. With an increase of the SF by one
the on-air time of the packet increases 1.5-2 times, while 1.5-2
dB are added to the potential link budget. Due to the need for
saving the energy, the EDs are typically configured to use
the smallest SF permitting reliable communication. This is
achieved either through a manual definition of the SF to use,
or through the adaptive data rate (ADR) mechanism [14]. The
signals with different SFs are quasi-orthogonal, and the GWs
are typically designed to support simultaneous reception of the
signals in every possible frequency channel with each possible
SF. Each of the GWs uses a backbone IP connection to deliver
all the received and decoded packets to the NS, which discards
the packet duplicates, stores the received packets in a database,
and may forward them to the dedicated application servers
(ASs). As one can see, in contrast to the conventional cellular
networks, in LoORaWAN networks the EDs are not associated
to a particular GW.

To enable downlink communication, following each uplink
transmission, an ED opens up to two receive windows (RWs)
within the pre-specified time slots. The RW1 is opened in the
same frequency channel and typically uses the SF utilized for
uplink. If nothing has been received in RW1, the EDs should
open another RW (i.e., RW2) in a pre-specified channel using
a pre-defined SF. These RWs can be used by the NS to deliver
an acknowledgment, provide certain application data, or carry
commands. In addition to these RWs, which are obligatory for
all EDs (devices having only these RWs are reffered to as class
A EDs), the EDs may optionally feature additional periodic
RWs (class B EDs) or spend all their idle time receiving (class
C EDs) [14].

III. MEASUREMENT SETUP AND PROCEDURE

The experimental measurements reported in this paper were
conducted from February to April 2019 around the city of
Brno, Czech Republic. The test area spans over 12 km north
to south and 24 km west to east. In total, the measurements
were conducted in 231 various outdoor test locations'. As
the test points, we have selected the stop stations of public
transport (i.e., buses, trams, and trolleybuses) as it stands
for one of the potential use-case — localization services for
LoRaWAN in Smart City applications. The test area is served
by more than twenty different LoRaWAN GWs, belonging
to the network of one of the Czech telecom operators, which
employs the 868 MHz band. Note that when the measurements
were planned and conducted the locations of the GWs were
yet unknown to the authors and thus no optimization of the
experiment point locations with respect to the GW position
was handled. All the transmissions were done in the three
obligatory for the EU LoRaWAN frequency channels (i.e.,
868.1, 868.3, and 868.5 MHz) using the default coding rate
(i.e., 4/5).

During the measurements, we employed a commercial Lo-
RaWAN test device (i.e., the ARF8123A [15]) with a GPS

IThe map of measurement points in question is accessible online from the
Google Maps at http://tiny.cc/tsfejz

receiver onboard. The test device was configured with all the
parameters to enable its activation by personalization (ABP).
To obtain the maximum coverage, the test device was config-
ured to use only the maximum SF (i.e., SF12) and transmit
power (i.e., 14 dBm). The models and the characteristics of
the GWs are unknown to us.

The measurement procedure was as follows. The class A
test device was moved to a selected test point and positioned
with the dipole antenna pointing towards the sky at a distance
of approximately one meter from the ground, away from
any buildings, walls, or other obstacles. Then the device was
powered up to transmit five uplink packets. The timeframes
for the experiments and the accurate location of each test
point were recorded. Note that the measurements in different
regions were done during different days within the specified
time period. The measurements were performed during the
office hours (10 a.m. to 4 p.m.) on week days.

After the end of the experiments, all the data (including
the timestamps, RSSI, SNR, and location of the GW) were
downloaded from the LoRaWAN NS and machine-processed
by the MATLAB scripts. Specifically, each data entry was
mapped to a specific test location, the geographical distance
from each test location to the GWs was calculated, and all the
measurements were statistically processed. Note that unlike
a conventional LoRaWAN NS, which typically deletes the
packet duplicates received from different GWs, the one used in
our experiments was configured to keep all the duplicates. This
enabled us to obtain a unique insight into how spatial diversity
affects the performance of a real-life multi-GW LoRaWAN.

IV. MEASUREMENT RESULTS

First, we analyze from which of the test points at least one
radio packet has been received. The map of the test area and
the positions of the nearby LoRaWAN GWs are shown in
Fig. 1. In red we marked the test locations having an outage,
i.e., the ones, from which no packets have been received.
There were only 12 such locations out of 231 tested in total
(thus giving the overall outage probability of about 5.2%). The
cumulative packet delivery rate (PDR) throughout the entire
experiment campaign was 83%. This level of PDR is sufficient
for some delay- and loss-tolerant IoT applications, but is well
below the needs of dependable 10T use cases. Note that these
results have been obtained for the case where neither packet
acknowledgements nor retransmissions were employed.

Further, we examine the probability of a test location being
in outage depending on its distance to the nearest GW. For
this, we calculate the geographical distance between each test
point and the nearest GW, and, based on that, distribute all
test locations into 23 bins having the width of 250 meters.
These results are illustrated in Fig. 2. As one can see, the
maximum distance from a test location to the nearest GW in
all our experiments was below 8 km, with 40% of the tested
points located within 1 km range, and 80% — within 2 km.
Interestingly, half of the test points from which no packets
were delivered, are located within 2 km range of the GW,
including one of them located within 500 m range. Given the



Distance [km]

49.26

49.24
=
S 49.22 T
E\O =~
V ~
= 492 8
© S
< S
S49.18 B
IS Q
~49.16

49.14

1645 16.5 16,55 166 16.65 16.7 16.75
Longitude [degrees]
(a) The geographically-closest GWs
Distance [km]
-15 -10 -5 0 5 10 15

49.26 6

49.24 4
=
N
§49.22 2T
S =
I 492 0
N S
< S
£49.18 .
IS <
~49.16

-4
49.14
1645 16.5 16.55 16.6 16.65 16.7 16.75
Longitude [degrees]

(b) The GWs featuring highest RSSI

Distance [km]
-15 -10 -5 0 5 10 15

© Test points served 6

49.26

49.24 4
=
$4922 23
P =
3, 49.2 0 3
S §
Z49.18 .-
IS S
~

49.16

'
IS

49.14

'
=)

16.65
Longitude [degrees]

1645 165 1655 166 167 1675

(c) The GWs featuring highest SNR

Fig. 3. The GW with best performance for each test location.
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city environment with the presence of buildings blocking the
line-of-sight (LOS) link, this result is hardly surprising.

For the test locations not in outage, we determine the statis-
tics for the number of GWs receiving each packet. Specifically,
the mean number of GWs receiving each packet was 4.17
and the standard deviation was 2.77. Also, we have observed
that the same packet has been received by at maximum 15
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GWs. Furthermore, we analyzed for each test location which
of the GWs was the closest one to the test location, and
which featured the highest RSSI and SNR. These results are
illustrated in Figs. 3a, 3b, and 3c, respectively. As one can see,
often (in 45% of the cases), the nearest GW was not featuring
the highest RSSI, or (in 40% of the cases) the highest SNR.
Moreover, rather often (34% of the cases), the best SNR and
RSSI were demonstrated by different GWs. Finally, in only
47% of the cases, the GW closest to a test location featured
both the highest RSSI and SNR.

Furthermore, Figs. 4 and 5 demonstrate the effect of the
communication distance between a test location and a GW on
the RSSI and SNR, respectively, for each correctly received
radio packet during our experiments. The least-squares fit,
which demonstrates the dependencies and its form are pre-
sented on the charts as well. Interestingly, the graphs clarify
that during our trials several packets were received from a
distance exceeding 50 km, and quite a few — within the range
of 30 to 45 km. Another intriguing result is the reported
RSSI limits: -64 to -125 dBm. Typically, the sensitivity of a
LoRaWAN transceiver operating with SF12 is expected to be
about -137 dBm, but we have never observed any values below
-127 dBm. The SNR threshold for SF12, according to [16],
is -20 dB, which matches decently well the minimum value
observed in our experiments. The dynamic range of the SNR
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TABLE I
SF ASSIGNMENT BY ADR

Method Number of test locations with a particular SF
SF7 | SF8 | SF9 | SF10 | SF11 SF12
RSSI-based | 219 0 0 0 0 0
SNR-based 0 33 84 58 32 12

recorded during our measurements was about 34 dB. Finally,
Fig. 6 depicts the interrelation between the RSSI and the SNR.

Despite the fact that for both charts the major trends confirm
intuition — with the increase in the communication distance
both the RSSI and the SNR degrade — there are several effects,
which are worth noting. First, there is a high deviation of
both the RSSI and the SNR of the signals received from the
test points located within the range of between 0.5 to about
10 km distance from the GW. We expect this to be caused
by the non-line-of-sight (NLOS) propagation for some radio
signals. For moderately short communication distances, even
the packets suffering from refractions may still be received and
successfully decoded by a GW. Meanwhile, with an increase
in the communication distance, only the packets sent from the
test locations in the direct LOS carry enough power to be
correctly decoded. This can also explain the resulting shape
of the RSSI versus SNR curve.

Finally, using our experimentally measured radio channel
characteristics, we produce observations on how the SFs will
be distributed between all our test locations by the ADR
algorithm. In the state-of-the-art literature, the two different
approaches for SF distribution are dominating. The first one
is based on the RSSI and the sensitivity threshold of the
radio receiver and has been proposed in [17]. This approach
is often implied in analytical works. The other one, which is
also implemented by the real-life commercial LoORaWAN GWs
(e.g., [18]) and detailed further in the Semtech application
note [16], is based on the SNR. Note that for the SNR-based
algorithm, inline with [16], we implied that with a decrease
of the SF by one, the SNR degrades by 2.5 dB. The RSSI
thresholds were derived from Table 1 in [17]. The results
are depicted in Figs. 7 and 8, respectively. Furthermore, the
number of the test locations experiencing each particular SF
are listed in Table I.
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As one can see, the results from the two algorithms are
dissimilar. According to [17], the sensitivity of a LoRa radio
receiver for SF7 is on the order of -126.5 dBm, which is lower
than the real-life RSSI values measured in our experiments.
Using the algorithm from [16], the majority of the test loca-
tions would be served by SF9 and SF10.

V. DISCUSSION AND CONCLUSIONS

In this paper, we reported the results of a unique and
extensive measurement campaign focused on the real-life
performance of a public LoRaWAN deployment composed
of multiple gateways. The measurements were carried out in
231 different outdoor locations on the streets of the city of
Brno, Czech Republic. Even though the experimental results
are dependent on the network setup and are hard to generalize,
they shed some light on the operation and the performance
of a real-life multi-GW LoRaWAN deployment with all its
complexity. For this reason, the presented results can be of
interest to many stakeholders, including the network planners,
the application designers, and the academia, for whom they
provide a ground-truth reference and point out the relevant
real-life challenges to be addressed. In what follows, we
summarize our key results and notable observations.



o Despite using the highest SF and transmit power, and op-
erating in an area covered by multiple GWs, from several
test locations we have not received even a single packet.
However, from more than 94% of the test locations, at
least one packet has been received. The total PDR during
the entire measurement campaign was 83%.

e Analyzing the distribution of the GWs and the test
locations, we can see that for each test location there has
been at least one GW within 8 km range. For 80% of the
test locations, a GW was present within 2 km range.

o Each uplink packet has been received on average by
4 GWs and at maximum by 15 GWs. The maximum
communication distance we observed exceeded 50 km,
but the majority of the links have been much shorter.

e In only 55% of the cases, the closest GW featured the
highest RSSI and in only 60% cases — the highest SNR.

o The difference between the SNR/RSSI for the test loca-
tions at the same distance from a GW can be very signif-
icant, especially at a distance on the order of kilometers.

e The conventional SNR-based ADR mechanism assigns
SF9 (38% points) or SF10 (26% points) for the majority
of the tested locations. SF11 and SF8 would be allocated
for about 15% of the locations each. Only about 5% of
the locations will have to be served with SF12.

It is very likely that the specifics of Brno natural and urban
landscape — the presence of hills and mid-rise building — was
one of the key factors obstructing the radio communication
and affecting the obtained results. Our analysis of the results
also revealed that the received packets have been distributed
between the three frequency channels in use rather uniformly
(33.5% vs. 32.8% vs. 33.7%). Hence, given such a uniform use
of the channels, none of them was affected by the interference
much stronger than the others. Nonetheless, one cannot be
certain that there have been no broadband interference or
interference from other EDs, or other (e.g., private) LoRaWAN
networks about which we are not aware and which were
operating on the same frequency channels. It is also worth
noting that all our test locations were outdoors. Therefore,
should one wish to deploy the sensors indoors, the variations
of the performance might have been even more significant.

The results of our experiments demonstrate that some of
the common assumptions regarding the communication in
LoRaWAN networks — the radio channel behavior, the loca-
tions of the serving GWs, the distribution of SFs between
the nodes — do not hold tight in practice. This fact calls
for the development of more accurate models to be used in
simulations and analytical studies. Further, the limited number
of measurements and their limited time span did not allow us
to capture all aspects of temporal behaviour of the channel
(e.g., shadowing and channel fading) — these have to be ad-
dressed as a part of a more extensive measurement campaign.
Another perspective direction of further contributions is the
optimization of the network planning and configuration, as
well as development of new channel access mechanisms for a
multi-GW environment.
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