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Background

YouTube as a platform for mediated quasi-interaction with three communicative levels (Bou-Franch et al. 2012, Dynel 2014)

First level: Face-to-face spoken interaction

Second level: Corresponds to classi�cations of mass media

Third level: Additional modalities/affordances of platform (e.g. commenting)

Mediated interaction can be important for societal stakeholders such as companies, organizations, and

governments

How do people interact with content uploaded by local governments: what do they like and dislike?
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Quality of comments (e.g. Goode et al. 2011)

Typological classi�cations (e.g. Herring & Chae 2021,

Häring et al. 2018)

Sentiment of comments (e.g. Ksiazek 2018)

Like ratio vs. text of comments (e.g. Schultes et al. 2012,

Siersdorfer et al. 2014)

This study: Transcripts of videos vs. comments

First large-scale comparison of discourse content

of the videos and comments?

Exploratory study to be developed

Prior studies of YouTube comments
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Data: transcripts

Corpus of North American Spoken English (CoNASE): 1.25b-word corpus of 301,846 word-timed, part-of-speech-

tagged Automatic Speech Recognition (ASR) transcripts (Coats forthcoming a)

Mostly transcripts of meetings and other local government content

Freely available for research use; download from the Harvard Dataverse
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https://cc.oulu.fi/~scoats/CoNASE.html
https://dataverse.harvard.edu/dataset.xhtml?persistentId=doi:10.7910/DVN/X8QJJV


Focus on regional and local government channels

Many recordings of meetings of elected councillors: advantages in terms of representativeness and comparability

Speaker place of residence (cf. videos collected based on place-name search alone)

Topical contents and communicative contexts comparable

In most jurisdictions government content is in the public domain
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Data: comments

For all videos in CoNASE, retrieve all available comments with youtube-comment-downloader

= 190,079 total comments, for 20,965 videos (6.95% of CoNASE videos), 116,009 unique users, 5,334,096

word tokens

Most of these videos have few views/likes/comments

Local government does not engage people as much as music videos, video game streaming, makeup tutorials

and other popular YouTube content
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https://github.com/egbertbouman/youtube-comment-downloader


Sentiment

Transformer models outperform "bag-of-words"-based sentiment analysis

YT comments are rich in emoji, so sentiment models need to include emoji

Model: Twitter-roBERTa-base, trained on ~124m tweets from January 2018 to December 2021 (Loureiro et al. 2022,

Barbieri et al. 2020)

BERT-derived transformer model processing pipelines can typically only handle texts up to 512 tokens long

Code to chunk transcripts, assign values to chunks, take mean values

Assign sentiment values in the range 0 (negative) to 2 (positive) to all video transcripts and all comments
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Topic Modeling

BERTopic (Grootendorst 2022)

Groups lexical items and documents together in "topics"

A form of dimensionality reduction that can give insight into discourse/content of text data

BERTopic uses embeddings from sentence transformer models (take word context into account)

from sklearn.feature_extraction.text import CountVectorizer

vectorizer_model = CountVectorizer(ngram_range=(1, 3), stop_words="english")

topic_model = BERTopic(language="english", embedding_model="all-MiniLM-L12-v2", 
                       vectorizer_model=vectorizer_model, nr_topics="auto")
topics, probs = topic_model.fit_transform(list(conase_subset.text))

Used all-MiniLM-L12-v2, a model trained on 1.7 billion words of web texts from various genres
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https://huggingface.co/sentence-transformers/all-MiniLM-L12-v2


Research questions

What kind of discourse content is represented in the videos?

What does topic modeling tell us about the content of the transcripts?

Which content attracts positive/negative comments?

Steven Coats                  Comparing YouTube Transcripts and Comments | CMC-Corpora 9, Santiago 9 / 22



8 largerst topics (transcripts)

0 0.002 0.004

fires  

smoke  

firefighter  

rescue  

firefighters  

0 0.001
0.002

0.003
0.004

going  

know  

community  

thank  

city  

0 0.005 0.01 0.015

bin  

trash  

plastic  

waste  

recycling  

0 0.005 0.01

like  

painting  

artist  

artists  

art  

0 0.005 0.01

officer  

police department  

department  

officers  

police  

0 0.005 0.01

line  

yard  

play  

game  

ball  

0 0.002 0.004

just  

oh  

yeah  

music  

like  

0 0.001
0.002

0.003
0.004

want  

people  

know  

city  

thank  

Topic Word Scores
Topic 0 Topic 1 Topic 2 Topic 3

Topic 4 Topic 5 Topic 6 Topic 7

Steven Coats                  Comparing YouTube Transcripts and Comments | CMC-Corpora 9, Santiago 10 / 22



Fire�ghting

City/community

Waste disposal and management

Art

Police

Sports

Discourse (?)

City/discourse (?)

Topics interpretation
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Sentiment of transcripts by topic
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Sentiment of comments by topic
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Mutual love score

For a given channel with  videos, each of which has  comments, the mutual  is the mean of the

transcript sentiment times the mean of the comment sentiment:

Ranges from 0 (negative) to 4 (postive videos and positive comments)
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Lovefest ratio
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Showing 1 to 100 of 344 entries Previous 1 2 3 4 Next

Channel Score

1 TownofRaymondVideos 3.56

2 Summerland Chamber of Commerce 3.29

3 Houston Community College 3.22

4 PlattevilleWISC 3.16

5 Village of Schaumburg 3.13

6 City of Cordova Alaska 3.01

7 Tourism Squamish 2.98

8 Guelph Arboretum 2.94

9 Of�cial Westchester Gov Videos 2.9

10 Glenview Television 2 77
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https://youtube.com/channel/UCiHirW3MvrAV0-WdyLGfo_g
https://youtube.com/channel/UC_wmu2nBMpvzGJe1JSpFR5w
https://youtube.com/channel/UCwHm1fTMp6kfNN9owU62LYQ
https://youtube.com/channel/UC6UORZ8U7NlaS3giNhyuAaA
https://youtube.com/channel/UC4d7alg3ierVtPeghO_RpNg
https://youtube.com/channel/UC5pGOg0PI8_MuUIJScsw6Gw
https://youtube.com/channel/UCiAVZN6799LJ7QAOGqqx_tw
https://youtube.com/channel/UCFg6-3XPBFETE7Wm6ijhrnw
https://youtube.com/channel/UCC774tkGUZw8xoZtHhuQUsQ
https://youtube.com/channel/UC6bhx-Ri1DxvddOmAEGGbbw


Comment sentiment map

+

−

Leaflet (https://leafletjs.com) | Data by © OpenStreetMap (http://openstreetmap.org), under ODbL (http://www.openstreetmap.org/copyright).
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Implications for local government

Citizen engagement leads to better communities (Gaventa & Barrett 2012)

More engagement in the form of art/food/outreach videos, fewer police videos?
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A few caveats

Videos of local government not representative of speech in general

ASR errors (mean WER after �ltering ~14%), quality of transcript related to quality of audio as well as dialect

features (Tatman 2017; Meyer et al. 2020; Markl & Lai 2021)

Low-frequency phenomena: manually inspect corpus hits

High-frequency phenomena: signal of correct transcriptions will be stronger (Agarwal et al. 2009) → classi�ers

High variability in discourse in different videos, high variability in number of comments (most few contents)
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A few caveats

Sample is small and probably not statistically reliable. Better approach:

Get channels with many, many videos

Randomly sample large number of videos

randomly sample large number of comments

need bigger datasets (coming...)

Transformer models (like all-MiniLM-L12-v2) are trained on segmented text with clear boundaries, but

transcript text mostly has no punctuation such as periods or commas.
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Thank you!
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