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ABSTRACT

Aims. Fluences of solar energetic particles (SEPs) are not easy to evaluate, especially for high-energy events (i.e. ground-level en-
hancements, GLEs). Earlier estimates of event-integrated SEP fluences for GLEs were based on partly outdated assumptions and
data, and they required revisions. Here, we present the results of a full revision of the spectral fluences for most major SEP events
(GLEs) for the period from 1956 to 2017 using updated low-energy flux estimates along with greatly revisited high-energy flux data
and applying the newly invented reconstruction method including an improved neutron-monitor yield function.
Methods. Low- and high-energy parts of the SEP fluence were estimated using a revised space-borne/ionospheric data and ground-
based neutron monitors, respectively. The measured data were fitted by the modified Band function spectral shape. The best-fit
parameters and their uncertainties were assessed using a direct Monte Carlo method.
Results. A full reconstruction of the event-integrated spectral fluences was performed in the energy range above 30 MeV, parametrised
and tabulated for easy use along with estimates of the 68% confidence intervals.
Conclusions. This forms a solid basis for more precise studies of the physics of solar eruptive events and the transport of energetic
particles in the interplanetary medium, as well as the related applications.
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1. Introduction

In addition to Galactic cosmic rays (GCR) continuously bom-
barding the Earth with slightly variable flux, sporadic solar
eruptive events, such as flares and/or coronal mass ejections
(CMEs) may cause dramatic (by many orders of magnitude)
enhancements of energetic particle fluxes near Earth, which are
called solar energetic particle (SEP) events (Vainio et al. 2009;
Desai & Giacalone 2016; Klein & Dalla 2017). SEP events
occur quite frequently during maxima and early declining
phases of solar-activity cycles and very seldom during the mini-
mum phase (e.g., Bazilevskaya et al. 2014). Sometimes, eruptive
events can be sufficiently energetic to accelerate particles to rel-
atively high energy (>400 MeV) so that they can penetrate the
Earth’s magnetosphere and atmosphere, inducing atmospheric
nucleonic cascades, which can be measured by ground-based
detectors (e.g, Shea & Smart 2012). Such events are known
as ground-level enhancements (GLEs), which are consequently
numbered from #1, which took place in February 1942, to the
most recent #72 in September 2017. The first four GLEs were
recorded by ionisation chambers (Forbush 1946) and cannot be
quantitatively assessed, but those starting from GLE #5 (23-Feb-
1956) were recorded by the network of ground-based neutron

? The reconstructed fluences in tabulated form and the corresponding
best-fit parameters are only available at the CDS via anonymous ftp
to cdsarc.u-strasbg.fr (130.79.128.5) or via http://cdsarc.
u-strasbg.fr/viz-bin/cat/J/A+A/647/A132

monitors (NMs) with a possibility of quantifying their intensities
and spectral parameters (e.g., Mishev et al. 2018). All available
information of NM data for GLEs #5−72 is collected in the Inter-
national GLE Database1 (IGLED, see Usoskin et al. 2020a).

Studies of SEP events are important for different reasons.
On one hand, solar eruptive events are well-observed processes
of energetic-particle acceleration (Vainio & Afanasiev 2018),
which can be studied in detail using a multi-messenger approach,
complementing particle data with observations in different wave-
lengths (e.g., Plainaki et al. 2014; Cliver 2016; Kocharov et al.
2017). For this purpose, the peak flux intensity and detailed tem-
poral variability of the particle flux are important as signatures
of the acceleration process in the solar corona and the interplan-
etary medium (e.g., Desai & Giacalone 2016; Kong et al. 2017).
Accordingly, numerous studies were focused on peak fluxes of
SEPs and corresponding acceleration and transport processes
(e.g., Kouloumvakos et al. 2015; Kocharov et al. 2017). On the
other hand, enhanced fluxes of energetic particles affect the
radiation environment near the Earth (e.g., Webber et al. 2007;
Mishev et al. 2015), making not only the peak fluxes but also the
fluence (event-integrated flux) and its spectral shape of signifi-
cant importance, especially for extreme events (e.g., Cliver et al.
2020). We emphasise that SEP fluences can not be used
for the detailed study of SEP acceleration processes, because
(i) the observations at 1 AU are also modified by transport, and

1 https://gle.oulu.fi
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(ii) different energies in the fluence spectrum can be dominated
by different acceleration mechanisms or by the same mechanism
operating under different conditions. It is evident from the pro-
ton time-intensity profiles alone that the fluence at MeV and
10 MeV energies is often dominated by acceleration at interplan-
etary shocks (e.g., Reames 1999). However, the question is more
open at 100 MeV and GeV energies peaking much earlier, with
possible contributions from flares and/or coronal shocks as the
main candidates to account for the acceleration (see Cliver 2016,
and references therein). Even if the same CME-driven shock
were responsible for the acceleration of 10 MeV and 1 GeV pro-
tons, the former would typically be accelerated mainly in the
solar wind and the latter in the corona, and there is no reason to
suggest that the spectral form of the fluence would reveal some-
thing common about the accelerator properties.

Composing an event-integrated energy (or rigidity) spec-
trum (spectral fluence) of a SEP event is a difficult task.
Direct measurements of the spectrum covering the high-energy
(>400 MeV) range can be done with modern space-borne mag-
netic spectrometers PAMELA (Payload for Antimatter Matter
Exploration and Light-nuclei Astrophysics – Adriani et al. 2014)
operated from 2006 to 2016, and AMS-02 (Alpha Magnetic
Spectrometer – Aguilar et al. 2018), which has been in oper-
ation since 2011. SEP events analysed using PAMELA data
were presented by Bruno et al. (2018), while data from AMS-
02 are not available yet (Bindi 2017). However, these instru-
ments are located aboard low-orbiting satellites, and thus spend
most of their time inside the Earth’s magnetosphere and can
detect low-energy solar particles only intermittently (5−10 min
per half-orbit), leading to essential uncertainties in both SEP
peak fluxes and fluences, especially for impulsive events. Addi-
tionally, uncertainties of the SEP fluxes were large during the
earlier years (e.g., Reeves et al. 1992; Tylka et al. 1997) due to
the saturation of the detectors by strong particle fluxes and the
possible penetration of high-energy particles into the detector
through the walls of the collimator, leading to an enhanced effec-
tive acceptance.

Thus, for most of the events, one has to combine data from
different instruments, including low-energy (<400 MeV) space-
borne detectors located beyond the magnetosphere, and energy-
integrating (above 400 MeV) ground-based NMs. The recon-
struction of the spectrum is typically done by fitting a prescribed
spectral shape to the data and finding the best-fit parameters
of this shape along with their uncertainties. The first consis-
tent reconstruction of combined spectral fluences for major GLE
events was made by Tylka & Dietrich (2009) and updated by
Raukunen et al. (2018). It was based on a combination of lower-
energy data from different space-borne detectors and the high-
energy tail based on ground-based NM datasets. The spectral
fluence was estimated by fitting the Band-function spectral shape
(double power law with an exponential junction – Band et al.
1993) to the integral rigidity spectral fluence. The space-borne
data were collected from different sources, while NM data were
analysed by applying the NM yield-function by Clem & Dorman
(2000). Spectral fluences were presented as tabulated parameters
of the Band-function approximation for each GLE event. This
dataset has been extensively used in numerous studies for solar
and space physics (Cliver et al. 2020; Anastasiadis et al. 2019;
Herbst et al. 2019), but it has become obsolete and requires
an essential revision. First, the high-energy space-borne data
have been essentially revisited and corrected for known errors
(Raukunen et al. 2020). Second, the data of the NM network for
all GLE events have been revisited (Usoskin et al. 2020a): appar-
ent errors were corrected, and the variable GCR background was

taken into account. Furthermore, a most recent and directly veri-
fied using AMS-02 data NM yield function (Mishev et al. 2013,
2020) and a new effective-energy analysis method were devel-
oped (Koldobskiy et al. 2018, 2019). Moreover, the Band func-
tion is not an optimum parametric shape for the GLE energy (or
rigidity) spectrum, which requires a roll-off at the highest ener-
gies. Here, we present a complete revision of the reconstructions
of the SEP spectral fluences for major SEP events (with GLE)
using most up-to-date knowledge of the SEP measurements on
ground and in space, new models, and a modified spectral form
including a roll-off at high energies.

2. Datasets

All sources of the energy/rigidity integral fluences used in this
study are described below.

2.1. Space-borne and ionospheric data

Data for the rigidities below 1 GV (energy <430 MeV) were
taken from space-borne or ionospheric (in the pre-satellite era)
data. For the period since 1989 (i.e. GLEs # 40−72), we
used all publicly available data from the GOES (Geostation-
ary Operational Environmental Satellite) energetic particle sen-
sor (EPS) and high energy proton and alpha detector (HEPAD)
datasets2 (Onsager et al. 1996; Sellers & Hanser 1996). The flu-
ences at the low-energy channels in this study, that is, >30 MeV,
>50 MeV, >60 MeV, and >100 MeV, were calculated directly
from the EPS dataset, but the higher energy HEPAD data were
revised using a so-called bow-tie method (Van Allen et al. 1974).
The nominal HEPAD channels are wide in energy, and they
have responses that vary significantly within the channels, and in
some cases even outside the nominal channel range. In the bow-
tie analysis, calibrated channel responses were folded with an
assumed spectral form (power-law), and by varying the spectral
index within a realistic range for SEP events, optimal effective-
energy and geometric-factor values were found for each chan-
nel. The method is explained in full detail in Raukunen et al.
(2020). In addition, the cleaning of data spikes (single points
with spuriously increased flux) and background subtraction was
performed on both GOES datasets. We note that energy bounds
of the HEPAD channels changed slightly after 1995 (GLE # 53)
due to differences in the calibration procedures used for GOES-
6 (until 1995) and GOES-8 onwards (after 1995). GLEs # 71
and 72 were measured by GOES-13, with 10−100 MeV chan-
nels represented by two detectors facing east and west, so that
the fluences were taken as the average of these two measure-
ments. Resulting omnidirectional fluences (in units of 105 cm−2)
are presented in Table 1. Data channels with rigidity above 1 GV
were not used in the fitting procedure (Sect. 3) because of their
lower reliability.

We also used the SEP spectrum measured by the PAMELA
experiment3 (Bruno et al. 2018) for the GLE #71 (17-May-
2012). For years before 1989, we used fluences from several
sources based on different spacecraft and experiments (King
1974; Reedy 1977; Goswami et al. 1988; Feynman & Gabriel
1990; Jun et al. 2007; Webber et al. 2007). The exact sources of
the low-energy data for each event are specified in the legends of
the panels of the figure in Appendix A.

2 https://www.ngdc.noaa.gov/stp/satellite/goes/index.
html
3 Experimental data is available at the SSDC cosmic ray database:
https://tools.ssdc.asi.it/CosmicRays/
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Table 1. Event-integrated omnidirectional integral fluences F(>E) (in units of 105 cm−2) obtained here for GLEs # 40−72.

GLE Source Start date BG IT, F(>E), 105 cm−2

# of data and time UT h 10 30 50 60 100 336 395 486

40 GOES-6 08:00 25/07/1989 24/07 24 91.79 68.36 53.83 43.95 19.74 1.90+0.06
−0.06 0.99+0.06

−0.09 0.57+0.03
−0.05

41 GOES-6 00:00 16/08/1989 24/07 24 5024 1666 912.9 638.9 227.3 21.24+0.39
−0.37 10.44+0.45

−0.84 5.83+0.22
−0.44

42 GOES-6 11:00 29/09/1989 28/09 22 10387 7159 5330 4158 1672 145.82+2.63
−2.49 69.48+2.99

−5.56 40.51+1.46
−3.00

43 GOES-6 12:00 19/10/1989 28/09 24 6897 4104 3628 3164 1480 113.20+2.05
−1.94 51.33+2.21

−4.11 27.74+1.00
−2.06

44 GOES-6 17:00 22/10/1989 28/09 24 16241 8199 5373 3741 1149 54.84+1.00
−0.94 22.15+0.96

−1.78 11.30+0.41
−0.84

45 GOES-6 17:00 24/10/1989 28/09 24 7938 3675 2721 2074 839.2 101.70+1.84
−1.74 53.11+2.29

−4.25 31.69+1.15
−2.35

46 GOES-6 06:00 15/11/1989 14/11 24 55.44 43.31 39.86 35.47 15.26 1.31+0.05
−0.05 0.67+0.04

−0.06 0.36+0.03
−0.03

47 GOES-6 22:00 21/05/1990 05/05 24 477.7 271.0 213.5 173.8 72.84 6.31+0.13
−0.12 3.00+0.14

−0.24 1.68+0.07
−0.13

48 GOES-6 20:00 24/05/1990 05/05 24 317.8 235.3 211.8 185.0 90.80 12.07+0.23
−0.22 6.13+0.27

−0.49 3.65+0.14
−0.27

49 GOES-6 20:00 26/05/1990 05/05 24 182.3 144.7 131.0 114.5 55.14 6.49+0.13
−0.13 3.25+0.15

−0.26 1.90+0.08
−0.14

50 GOES-6 04:00 28/05/1990 05/05 24 124.5 102.7 90.42 77.23 37.57 4.38+0.10
−0.09 2.15+0.10

−0.18 1.27+0.05
−0.10

51 GOES-6 01:00 11/06/1991 31/07 11 894.3 559.2 397.3 276.7 80.81 4.09+0.09
−0.08 1.79+0.08

−0.15 1.04+0.04
−0.08

52 GOES-6 08:00 15/06/1991 31/07 24 2883 1215 819.2 595.8 207.3 17.16+0.32
−0.30 8.03+0.35

−0.65 4.54+0.17
−0.34

53 GOES-6 19:00 25/06/1992 24/06 24 680.7 216.9 131.4 88.45 27.69 2.31+0.07
−0.07 1.08+0.06

−0.10 0.63+0.04
−0.05

F(>E), 105 cm−2

10 30 50 60 100 337 392 462
55 GOES-8 12:00 06/11/1997 01/11 24 3165 1248 652.5 496.6 226.7 15.63+0.13

−0.12 8.54+0.24
−0.48 5.42+0.13

−0.24

56 GOES-8 13:00 02/05/1998 15/05 24 471.8 162.8 77.84 57.32 24.60 1.47+0.06
−0.05 0.76+0.05

−0.06 0.51+0.04
−0.04

58 GOES-8 20:00 24/08/1998 16/08 18 683.3 111.6 43.01 31.25 13.18 1.20+0.05
−0.04 0.72+0.04

−0.06 0.42+0.03
−0.04

59 GOES-8 10:00 14/07/1900 10/07 18 47291 18726 7519 4657 1561 59.94+0.38
−0.33 30.26+0.82

−1.70 17.65+0.40
−0.76

60 GOES-8 13:00 15/04/2001 24/03 24 4510 1352 728.0 583.3 302.2 46.07+0.30
−0.26 28.30+0.77

−1.59 19.24+0.43
−0.83

61 GOES-8 02:00 18/04/2001 24/03 24 1509 382.5 168.9 125.0 54.70 6.57+0.07
−0.07 4.13+0.12

−0.24 2.82+0.07
−0.13

62 GOES-8 16:00 04/11/2001 03/11 24 23264 6919 2366 1307 339.9 9.47+0.09
−0.08 4.20+0.12

−0.24 2.28+0.06
−0.11

63 GOES-8 04:00 26/12/2001 25/12 24 3129 790.6 326.4 218.1 77.38 3.25+0.05
−0.05 1.65+0.06

−0.10 0.99+0.04
−0.05

64 GOES-8 01:00 24/08/2002 10/08 24 2273 430.8 178.2 126.5 50.59 3.46+0.05
−0.05 1.81+0.06

−0.11 1.17+0.04
−0.06

65 GOES-10 11:00 28/10/2003 21/10 19 55516 19857 7083 3932 979.1 20.12+0.15
−0.13 10.02+0.28

−0.56 5.88+0.14
−0.26

66 GOES-10 20:00 29/10/2003 21/10 14 8614 2847 1265 889.9 342.0 15.76+0.12
−0.11 8.18+0.23

−0.46 4.83+0.12
−0.21

67 GOES-10 17:00 02/11/2003 21/10 24 5729 1367 461.0 280.4 91.91 5.13+0.06
−0.06 2.73+0.09

−0.16 1.63+0.05
−0.08

69 GOES-11 06:00 20/01/2005 12/01 24 6977 3572 2116 1656 785.4 106.83+0.67
−0.56 63.81+1.73

−3.58 39.16+0.87
−1.69

70 GOES-11 02:00 13/12/2006 04/12 24 3550 1553 796.3 569.7 227.1 15.22+0.12
−0.11 9.04+0.25

−0.51 5.64+0.14
−0.25

71 GOES-13 01:00 16/05/2012 15/05 24 685.2 243.7 123.8 92.11 39.26 2.32+0.05
−0.05 1.80+0.07

−0.11 1.22+0.05
−0.07

72 GOES-13 16:00 10/09/2017 02/09 24 9315 3383 1509 1048 395.0 11.45+0.10
−0.09 7.50+0.22

−0.43 4.37+0.11
−0.20

Notes. Columns 1−5 provide the GLE number, source of data, start date and time of the event, day of the GCR background calculation (BG;
BG year is the same as for start date and is not shown), and the integration time (IT). Columns 6−13 provide the F(>E) values. Energies E for
different channels are given in MeV. Uncertainties include only statistical, background subtraction, and bow-tie-method errors, while systematic
and instrumental errors are not considered. Errors smaller than 1% are not shown. F(>10) and F(>462/486) channels are not used in the fitting
procedure.

2.2. Ground-based data

Data for rigidity above 1 GV (energy >430 MeV) were used
from a recent reconstruction of SEP fluences based on the
detrended data of the NM network from IGLED (Usoskin et al.
2020a). For some events and some NMs (mostly low-latitude
ones), only an upper limit of the enhancement can be set (see
vertical blue bars in Fig. 1). A robust estimation of the SEP flu-
ence using NM data requires the accurate identification of the
GLE signal itself. Since GLEs # 6, 7, 9, 14, 15, 17, 34, 54,
57, and 68 were weak and lacking sufficiently clear signals, we
did not analyse these events. Originally, the SEP event integra-
tion period was deduced from high-energy NM de-trended data
(Usoskin et al. 2020a) and was applied to the low-energy data
where we had this opportunity (i.e. starting from GLE #40). For
earlier GLEs, we used all available data, which sometimes have

bigger integration periods. It was taken into account as an addi-
tional uncertainty in Step 2 below.

3. Fitting procedure

For each event, the integral fluence points in both high-energy
(Sect. 2.2) and low-energy (Sect. 2.1) ranges were fitted with
a prescribed spectral shape, as described below. Here, we used
a modified Band function (MBF), which includes an exponen-
tial roll-off term, similar to the Ellison-Ramaty spectral shape
(Ellison & Ramaty 1985):

F(R) = J1

( R
1 GV

)−γ1

exp
(
−

R
R1

)
if R < Rb, (1)

F(R) = J2

( R
1 GV

)−γ2

exp
(
−

R
R2

)
if R ≥ Rb, (2)
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Fig. 1. Example of the fitting of the modified Band function (Eqs. (1)
and (2)) to the data points (Sect. 3) for GLE #43, 19-Oct-1989. Blue
crosses and vertical lines denote the high-energy NM data with uncer-
tainties, and the upper limits, respectively (Usoskin et al. 2020a), while
red circles correspond to low-energy data from GOES-6 (see Table 1).
The grey line with shading depicts the best-fit MBF, along with its 68%
confidence interval.

where F(R) ≡ f (>R) is the omnidirectional fluence (in units of
cm−2) of particles with a rigidity greater than R, R is expressed in
gigavolts, parameters γ1, γ2, R1, R2, and J2 are defined by fitting,
and other parameters can be calculated as

Rb = γ0 · R0 (3)

J1 = J2 · R
−γ0
b · exp(γ0)

γ0 = γ2 − γ1

R0 = R1 · R2/(R2 − R1).

This function is constructed in such a way that it and its first
derivative are continuous, providing a smooth junction between
the two parts. We used a fitting method based on a three-step
Monte Carlo procedure further developed after Usoskin et al.
(2020a), as illustrated in Fig. 1. The method includes L Monte
Carlo iterations.

Step 1: Fitting the high-energy (NM) part

First, we fitted the high-energy part of the spectral shape
(Eq. (2)) using the data from the NM network (blue crosses
in Fig. 1) for each event with M spectral points with uncer-
tainties, and m points, corresponding to the upper limits of the
fluence (vertical blue lines in the figure). The uncertainties are
both statistical (count-rate statistic) and systematic, related to
the ‘effective-rigidity’ (or bow-tie) method ones. For the lth iter-
ation, we simulated a set of randomised ‘exact’ fluence F∗(R∗)
values, applying the same procedure as in Usoskin et al. (2020a),
so that for each point k (1. . . M) the value of R∗k was randomly
and uniformly taken inside Rk error bars; the value of F∗k (>R)
was computed using Eq. (4) from Usoskin et al. (2020a), where
the scaling factor Kk was randomly taken inside the error bars
using the uniform distribution, and the GLE integral intensity Xk
(in units of % h above the GCR background over the entire dura-
tion of the event, see Asvestari et al. 2017) was randomly taken
inside the error bars, defined as σXk = max[1; 0.1 · Xk]% h using
the normal distribution. In order to avoid a bias towards more
numerous polar NMs during the fitting procedure, we consid-
ered only one randomly selected point (NM) in each rigidity bin
of 0.4 GV widths. For several weak events (# 18, 35, 53, 58, 63,
64), the bin width was reduced to 0.1 GV to keep the number of

fitted points reasonable. We checked that reducing the bin size
does not lead to any significant bias in the results. Then, this set
of points F∗(R∗) was fitted by the spectral shape (Eq. (2)) apply-
ing a non-linear least-squares method (scipy.optimize.curve_fit
function in Python), and the best-fit parameters J2, γ2, and R2
were found based on the minimisation of the logarithmic resid-
ual D:

D ≡ min
[∑(

log(Ffit(R∗)) − log(F∗(R∗))
)2
]
, (4)

where Ffit is the value computed using the fit-function (Eq. (2))
for the rigidity R∗. We additionally checked that the obtained
best-fit parameters are physically reasonable, that is, the
obtained function does not have a positive second derivative any-
where in the high-rigidity (>1 GV) range since the differential
SEP fluence is not expected to increase with R in this range. This
is quantified as the condition that R2 > 0, γ2 > 0 or, for γ2 ≤ 0,
we required that R2

(√
−γ2 − γ2

)
< 1. We also required the for-

mal fit to exceed none of the m upper limits. Fits that did not
satisfy these conditions were discarded, and the corresponding
Monte Carlo simulation was redone without counting it in the
statistic. The obtained best-fit set of parameters (J2,l, γ2,l,, and
R2,l) was fixed and used in Step 2.

Step 2: Fitting the low-energy part

The set of N low-energy (R < 1 GV) fluences F∗(R∗) was
obtained in a similar way to Step 1, assuming a fixed value
of the uncertainty being 10% (20% for the pre-GOES/HEPAD
era before 1989)4 of the tabulated value and applying the uni-
form distribution. Only points with R> 168 MV (corresponding
to energy above 15 MeV for protons) were considered, since
SEPs with the energy <15 MeV may have different sources and
different spectral parameters (e.g., Reames 1999; Cliver 2016).

Next, each of these F∗(R∗) values was divided by the extrap-
olated function obtained in Step 1 to form a set of values X(R∗):

X(R∗) =
F∗(R∗)

J2 (R∗/1 GV)−γ2 · exp (−R∗/R2)
· (5)

The obtained set of points X(R∗) was fitted using the same non-
linear least-squares method as in Step 1, with the following func-
tion:

x(R) =

(
R

γ0R0

)−γ0

exp
(
−

R
R0

+ γ0

)
, (6)

which can be obtained by dividing the low-rigidity part of MBF
(Eq. (1)) by its high-rigidity part (Eq. (2)). We checked that the
obtained fit parameters are mathematically reasonable, so the
best-fit function does not have a positive derivative anywhere,
since the integral fluence cannot increase with R. This condition
is quantified as γ1/R + 1/R1 > 0 for the rigidity range from
137 MV (equivalent to 10 MeV energy) to Rb.

Thus, for each lth iteration, a set of parameters J2,l, γ2,l, γ1,l,
R2,l, R1,l was calculated for an analysed event. Then, the formal
χ2

l value was computed as the merit function between the fitted
curve F and the data points F(R):

χ2
l =

M+N∑
i=1

(
Fl(Ri) − Fi(Ri)

σi

)2

· (7)

4 This is an ad-hoc order-of-magnitude estimate based on the possi-
bility of drawing a smooth curve throughout the experimental points
within the error bars, or, on other words, keeping the best-fit merit func-
tion χ2

min (Fig. 2) of the order of unity per degree of freedom.
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Fig. 2. Distribution of the parameters and their pair-wise correlations for the MBF fitting of the GLE #5 obtained for 10 000 iterations (see Step 3
in Sect. 3). The red dots in the bottom panels correspond to the minimum χ2

min, while the horizontal red dashed line χ2 = χ2
min + 5.89 denotes the

68% confidence interval for the best-fit parameter values. Colour intensity corresponds to the point density. The diagonal panels depict histograms
of the parameter values’ distribution.

This set of parameters and the value of χ2
l were recorded for the

lth iteration, and then a new (l+1)st iteration started.
This procedure was repeated L = 5000 times, and the best-

fit parameters corresponding to the minimum (among all L iter-
ations) value of χ2

min were saved and used in the next step of
the procedure. We also checked points for outliers. If any data
point contributed more than 100 to the total χ2 of the best-fit
option (i.e. laying beyond 10σ from the best-fit curve), such
a data point was discarded and the fit redone for that event.
Only one outlier of this kind was found – the point correspond-
ing to the fluence of protons with energy >360 MeV for GLE
#24 from Webber et al. (2007). The set of parameters corre-
sponding to the χ2

min was selected as the best-fit set and used in
Step 3.

Step 3: Evaluation of the uncertainties of the parameters

Next, we performed an additional Monte Carlo study of the
uncertainties of the obtained best-fit parameters. The value of
each parameter was varied randomly (and independently of each
other) so that the new value of a parameter P (any of the five

parameters of the MBF) was taken as

P∗ = P0 · (1 + r), (8)

where P0 is the best-fit value found in Steps 1 and 2, and r is
a normally distributed pseudo-random number with a zero mean
and the standard deviation of 0.5. All five parameters of the MBF
were simultaneously and independently randomised in this way.
If these parameters were not rejected by the physical-criteria
checks (described in Steps 1 and 2), the formal χ2 value (Eq. (7))
was calculated for the corresponding MBF and the data points. If
the obtained χ2 value did not exceed χ2

min +5.89, the correspond-
ing set of parameters was recorded as being within a 68% confi-
dence interval (c.i.) for a five-parameter model (e.g., Chap. 15.6
of Press et al. 2007), otherwise it was discarded and the simula-
tion was redone. If a value of χ2 < χ2

min was obtained during this
step, it was assigned as a new χ2

min, and the values of the best-fit
parameters P0 reset, and Step 3 was restarted anew. This proce-
dure was repeated 10 000 times for each analysed event, which
involved (including the discarded iterations) 3 × 108 iterations
for GLE #5, shown in Fig. 2.
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Table 2. Analysed GLE events and best-fit parameters of the modified Band function (Eqs. (1) and (2)), as well as the 68% uncertainty of
the fit δF.

GLE # Date γ1 R1, GV J2, cm−2 γ2 R2, GV Rb, GV ∆, %

5 23-Feb-1956 1.59 0.770 1.63 × 108 4.84 8.614 2.748 21.0
8 04-May-1960 2.85 −1.276 9.43 × 105 −1.36 0.507 1.528 33.8
10 12-Nov-1960 3.82 6.244 2.71 × 107 0.01 0.483 1.995 17.0
11 15-Nov-1960 2.52 0.603 4.20 × 107 7.26 34.807 2.909 17.5
12 20-Nov-1960 1.71 0.312 3.73 × 105 5.77 +∞ 1.267 29.0
13 18-Jul-1961 1.81 0.231 2.60 × 106 4.28 0.977 0.747 29.8
16 28-Jan-1967 1.98 0.522 2.12 × 106 4.90 4.630 1.718 17.5
18 29-Sep-1968 −2.68 0.050 2.39 × 104 4.68 +∞ 0.368 32.4
19 18-Nov-1968 3.97 0.433 1.42 × 105 5.73 10.705 0.794 32.8
20 25-Feb-1969 −0.03 0.124 1.57 × 105 4.47 5.555 0.571 27.0
21 30-Mar-1969 1.57 0.540 9.76 × 105 3.00 1.653 1.147 19.4
22 24-Jan-1971 6.07 −0.408 6.72 × 105 3.84 1.352 0.699 24.5
23 01-Sep-1971 2.89 1.172 1.19 × 107 2.09 0.427 0.537 24.1
24 04-Aug-1972 2.02 0.152 4.35 × 106 11.96 +∞ 1.511 26.7
25 07-Aug-1972 1.53 0.039 2.60 × 105 5.07 +∞ 0.138 21.5
26 29-Apr-1973 −0.18 0.098 4.32 × 104 3.96 53.011 0.406 39.3
27 30-Apr-1976 3.06 0.566 1.02 × 105 5.89 +∞ 1.602 43.6
28 19-Sep-1977 5.49 −0.288 2.71 × 107 0.03 0.185 0.615 35.8
29 24-Sep-1977 2.34 0.558 2.40 × 105 4.78 +∞ 1.362 26.5
30 22-Nov-1977 4.72 −0.346 7.03 × 105 2.93 1.349 0.493 18.9
31 07-May-1978 4.27 −1.585 3.14 × 104 0.02 1.175 2.868 23.3
32 23-Sep-1978 6.42 −0.171 3.50 × 105 4.14 3.222 0.370 24.3
33 21-Aug-1979 5.94 −1.006 2.11 × 105 0.11 0.383 1.617 30.5
35 10-May-1981 4.65 −13.452 6.45 × 1011 −15.17 0.059 1.164 49.1
36 12-Oct-1981 7.40 −0.158 5.59 × 105 3.35 2.857 0.606 28.3
37 26-Nov-1982 4.90 −0.976 6.99 × 104 1.67 1.287 1.793 26.8
38 07-Dec-1982 5.96 −0.250 8.58 × 105 2.05 0.922 0.769 27.3
39 16-Feb-1984 3.76 −29.660 1.30 × 105 0.21 0.715 2.479 31.6
40 25-Jul-1989 −0.24 0.154 7.33 × 104 6.18 +∞ 0.989 26.0
41 15-Aug-1989 2.10 0.315 1.65 × 106 4.25 1.375 0.879 15.0
42 29-Sep-1989 −1.95 0.069 9.89 × 106 3.39 5.935 0.373 9.6
43 19-Oct-1989 −1.21 0.109 6.59 × 106 4.44 2.960 0.639 13.5
44 22-Oct-1989 0.35 0.122 1.84 × 106 6.07 5.807 0.713 15.6
45 24-Oct-1989 −1.77 0.077 1.19 × 107 2.95 1.131 0.390 13.0
46 15-Nov-1989 −1.16 0.117 5.58 × 104 4.97 +∞ 0.717 20.4
47 21-May-1990 −1.55 0.088 2.85 × 105 4.06 +∞ 0.494 12.4
48 24-May-1990 −0.95 0.137 6.14 × 105 4.08 7.501 0.702 15.9
49 26-May-1990 −1.03 0.131 2.80 × 105 4.51 +∞ 0.726 14.8
50 28-May-1990 −0.80 0.142 1.67 × 105 5.51 +∞ 0.900 21.1
51 11-Jun-1991 −2.31 0.059 1.55 × 105 4.87 +∞ 0.424 14.2
52 15-Jun-1991 1.13 0.200 8.92 × 105 5.02 2.883 0.836 15.4
53 25-Jun-1992 2.12 0.297 8.89 × 104 5.28 +∞ 0.939 22.8
55 06-Nov-1997 0.75 0.165 9.66 × 105 4.23 3.077 0.607 15.6
56 02-May-1998 1.57 0.221 6.26 × 104 5.01 +∞ 0.760 25.9
58 24-Aug-1998 4.60 −0.277 1.55 × 106 1.65 0.300 0.425 27.5
59 14-Jul-2000 2.80 0.276 3.46 × 106 5.85 2.191 0.963 17.7
60 15-Apr-2001 1.02 0.290 2.90 × 106 4.57 3.321 1.128 15.7
61 18-Apr-2001 2.37 0.547 3.68 × 105 4.01 5.172 1.003 20.5
62 04-Nov-2001 3.70 0.311 3.08 × 105 6.63 +∞ 0.911 18.6
63 26-Dec-2001 2.45 0.245 5.79 × 105 4.11 0.673 0.640 20.7
64 24-Aug-2002 2.09 0.281 1.69 × 105 7.00 +∞ 1.380 33.9
65 28-Oct-2003 6.49 −0.525 5.31 × 106 0.01 0.447 1.565 22.0
66 29-Oct-2003 1.56 0.188 5.19 × 105 6.85 +∞ 0.995 23.9
67 02-Nov-2003 3.62 0.541 1.81 × 105 5.40 +∞ 0.963 20.6
69 20-Jan-2005 1.16 0.295 8.03 × 106 4.73 2.392 1.201 16.3
70 13-Dec-2006 0.18 0.114 1.46 × 106 3.77 1.449 0.444 14.5
71 16-May-2012 2.23 0.372 2.60 × 105 7.03 24.488 1.813 10.5
72 10-Sep-2017 1.46 0.164 4.59 × 105 6.31 +∞ 0.795 20.9

Notes. +∞ implies the value greater than 100 GV. Parameter J1 can be calculated using Eq. (3).
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Figure 2 shows an example of such an analysis. Similar plots
were constructed and analysed for all the studied events. The
bottom row of panels depicts the relations between the χ2 value
and the value of each of the five parameters. Each panel contains
10 000 points satisfying the condition of χ2 ≤ χ2

min + 5.89 (see
above). One can see that the relations have the inverted (gener-
ally asymmetric) bell-shaped profile, clearly defining the uncer-
tainties for each of the parameter. The corresponding ranges
of the MBF fits are shown as grey shaded areas in Fig. 1 and
Appendix A. However, it would be incorrect to provide 68% c.i.
uncertainties for each parameter independently, since some of
them are tightly interrelated (e.g., γ1 and R1, and γ2, R2, and
J2), as can be seen in Fig. 2. We found that the two parts of
the MBF (Eqs. (1) and (2)) can be considered independent (see
Fig. 2 (b, c, d, e, g, h)), but within each part, the parameters’
values are highly correlated (a, f, i, j). As the key parameters, we
consider γ1 and γ2, which are not fully independent in the statis-
tical sense (the Pearson’s correlation coefficient between them is
0.2), but the power of their common variability is only 4%, and
thus their uncertainties can be assumed as roughly independent.
Confidence interval (68%) uncertainties for γ1 and γ2 are given
in the CDS table. Uncertainties of other parameters are related
to these two key parameters and cannot be considered indepen-
dent (Pearson’s correlation coefficients are statistically signifi-
cant, ranging from 0.86 to 0.96). Accordingly, the uncertainties
of other parameters can be calculated from those of γ1 and γ2.
The overall quality of the spectral fit can be evaluated via the
range δF defined as the average ratio:

δF = 100% ×
〈

Fup(R) − Flow(R)
Fup(R) + Flow(R)

〉
Rs<R<Rn

, (9)

where Fup(R) and Flow(R) are the upper and lower bound val-
ues of the MBF for all combinations of the parameters within
the 68% c.i. range (χ2

min + 5.89 – see Fig. 2) for each value of
rigidity R; this is depicted as the upper and lower envelopes of
the grey area in Fig. 1, and the averaging is performed in the
(logarithmically sampled) rigidity range from the lowest rigid-
ity Rs for the space-borne data point (typically 230 MV), to the
highest rigidity Rn of non-zero NM data points. The obtained
best-fit MBF parameters (R2 values exceeding 100 GV are given
as +∞), along with the 68% uncertainties of the key parameters
γ1 and γ2, as well as the values of δF for the analysed events are
summarised in Table 2 and provided in machine-readable for-
mat at the CDS. A table of the numerical values of SEP fluences
calculated using the obtained best-fit parameters is also avail-
able at the CDS. We note that the obtained best-fit spectra are
not recommended to be extrapolated to energies below 30 MeV
(i.e. beyond the energy range used for the fit) as this can lead to
unphysical results in the low-energy range.

4. Conclusions

In this work, event-integrated fluences of solar energetic par-
ticles were re-evaluated for most major SEP events (GLEs)
using updated low-energy flux estimates, greatly improved
high-energy flux data, and the newly developed reconstruc-
tion methods. The earlier estimates (Tylka & Dietrich 2009;
Raukunen et al. 2018) were essentially revisited here, provid-
ing an accurate parametrisation of the rigidity spectra, with the
spectral parameters being tabulated in Table 2 and provided
at the CDS. In particular, it was shown earlier (Usoskin et al.
2020a, Fig. 6) that the Band function spectral shape can lead

to a significant overestimate of the high-energy tail of the spec-
trum, and a strong roll-off (assumed to be exponential here) is
required. Accordingly, for the parametrisation of the spectral flu-
ence shape, we propose a modified Band function (Eqs. (1)–(2)),
which is a combination of the standard Band and a modified
Ellison-Ramaty functions. The spectral fluences evaluated with
the revisited datasets and a new method form a solid basis for
more precise studies of the physics of solar eruptive events and
the transport of energetic particles in the interstellar medium.

The new spectral fluences will be also useful in vari-
ous applications of SEP influence on terrestrial effects such
as cosmic-ray-induced ionisation (e.g., Jackman et al. 2008;
Usoskin et al. 2011; Duderstadt et al. 2016), radiation hazards
(e.g., Feynman et al. 1993; Jiggens et al. 2014; Mishev et al.
2015; Raukunen et al. 2018), or cosmogenic isotope produc-
tion (Webber et al. 2007; Kovaltsov et al. 2014; Mekhaldi et al.
2015). The latter is of particular importance for studies of the
reference SEP events (Cliver et al. 2014; Usoskin et al. 2020b),
and, accordingly, to a more precise assessment of historical
extreme solar particle storms (Miyake et al. 2019).
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Appendix A: Reconstructed integral spectra

Event-integrated fluences for the analysed GLE events are pre-
sented in the plots below. Each plot is similar to Fig. 1 of the
main text in both style and notations. The GLE number and date
are shown on the top of the plots. Symbols represent data from
different sources, as specified in the legend: blue crosses and ver-
tical lines correspond to data from neutron monitors and upper

estimates, respectively, along with their 68% confidence inter-
vals (Usoskin et al. 2020a); coloured dots correspond to space-
borne/ionospheric data with the source indicated in the legend
(‘this work’ refers to Table 1); and the dark curve depicts the
best-fit modified Band function (Eqs. (1) and (2); exact values
of the parameters are available in Table 2), while the light grey
shading represents the 68% confidence interval for the fits (see
Step 3 of Sect. 3).

Fig. A.1. Integral fluences of SEP reconstructed for GLEs considered in this work (the GLE number and date are given in the header of each
panel). Notations are similar to Fig. 1 of the main text.
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Fig. A.1. continued.
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Fig. A.1. continued.
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