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ABSTRACT 

 

Privacy with the use of face images is becoming a major 

concern in civilians’ applications. Recent studies have 

exploited privacy protection methods by means of facial 

attributes editing or de-identifying face images. Altering 

attributes causes loss of information for facial analysis while 

most de-identification studies did not quantitatively evaluate 

how well facial attributes are preserved. Moreover, state-of-

the-art face analysis utilized 3D information for better 

performance. Existing face privacy studies only focusing in 

2D domain is a key limitation towards the compatibility of 

more advanced 3D face analysis. This paper presents the first 

study on the possibility of 3D face de-identification with 

preserving facial attributes. We systematically evaluate the 

performance of 2D/3D face/facial attribute recognition and 

develop 2D/3D de-identification methods with preserving 

facial attributes using Auto Encoder and Generative 

Adversarial Networks approaches. We present 

comprehensive and reproducible experimental results using a 

publicly available 3D face database with facial attribute 

annotations for benchmarking and further research.  
https://github.com/kevinhmcheng/3d-face-de-id  

 

Index Terms— 3D face privacy, 3D face de-

identification, 3D facial attributes preservation 

 

1. INTRODUCTION 

 

Human face images embed identity and many other personal 

information such as gender, age, ethnicity, emotion status, 

and health conditions [1]. When associating the personal 

information with the identity, privacy of individuals can be 

infringed, which can also result in discrimination and 

unfairness in societies [2]. The General Data Protection 

Regulation (GDPR) in European Union stated in recital 71 

that “the controller should use appropriate mathematical or 

statistical procedures …  prevent, inter alia, discriminatory 

effects on natural persons” [3], showing the importance of 

data processing for privacy protection.  

To protect the privacy when using face images, recent 

studies have exploited two major approaches: facial attributes 

editing [4-7] and de-identification [8-13]. However, altering 
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facial attributes results in the loss of original information 

(e.g., facial expressions) for facial analysis applications (e.g., 

psychological diagnosis). Meanwhile, most existing de-

identification studies (e.g., [9-13]) only demonstrated the de-

identification performance with producing realistic face 

images, but merely quantitatively evaluate whether the facial 

attributes in the original images are preserved. Those facial 

attributes are critical for facial analysis, which should be 

preserved while de-identifying face images. Moreover, state-

of-the-art biometrics research [14-16] utilized 3D 

information for more accurate and robust face recognition. 

Challenging tasks like facial macro/micro-expression 

recognition [17-18] can also be better addressed in 3D 

domain. Existing face privacy studies only focusing in 2D 

domain is the key limitation towards the compatibility of 

more advanced face analysis using 3D information.  

There are several related works in the 2D domain. These 

studies include face swapping [19], region of interest editing 

[20], template morphing [21], adding mosaic [22], while the 

adversarial training approach [8-13] has attracted the most 

attention. Apart from those focusing on face deidentification, 

other related research focuses more on facial attributes such 

as gender [6], age and ethnicity [7], and facial expression [8, 

23-24]. The investigation of privacy preservation methods 

can also be extended to enhance the diversity of deidentified 

images [25]. However, none of the existing work has ever 

investigated privacy protection for 3D face data. 
This paper presents the first study on the possibility of 

3D face de-identification with preserving facial attributes. 

This challenging research spans across several topics 

including face recognition, facial attribute classification, 

privacy protection, multi-task and adversarial learning, 3D 

representation, information fusion, and so on. This paper 

systematically evaluates the performance of 2D/3D 

face/facial attribute recognition and develops 2D/3D face de-

identification methods with preserving facial attributes using 

both Auto Encoder (AE) and Generative Adversarial 

Networks (GAN) approaches. Our technique enables de-

identifying images with preserving facial attributes. The 

comprehensive and reproducible experimental results (with 

implementation codes [26]) presented in this paper provide a 

significant benchmark for much needed further research in 

this area. Open research problems are also discussed. 

https://github.com/kevinhmcheng/3d-face-de-id


2. FACE DE-IDENTIFICATION FRAMEWORK 

 

Figure 1 shows the overall framework for 2D/3D face de-

identification with preserving facial attributes. Firstly, we 

train the classification models for each classification tasks 

(Section 2.1). Secondly, we train the de-identification models 

with constraints to preserve facial attributes (Section 2.3). 

Finally, test images are processed by the de-identification 

models and evaluated with the classification models.  

 

2.1. Multi-task Classification 

Four classification tasks are addressed in this paper 

(biometric, expression, gender, ethnicity recognition). To 

develop de-identification methods with preserving facial 

attributes, it is important to first select the classifiers for each 

task so that we can fairly compare the classification 

performances between the original and de-identified images. 

Unlike multi-task learning, our goal is to select a classifier for 

each task as an independent evaluator for the de-identification 

performances. Therefore, we train the classifiers 

independently. With the insights from the literature on 3D 

face [14] and facial expression recognition [17], there is no 

such a model that works the best for all the tasks. Therefore, 

we considered multiple models: GoogleNet [27], ResNet50 

[28], VGG16 [29], and DenseNet121 [30], which are the most 

popularly used deep learning models for general 

classification tasks. We will show in Section 3 that these 

models generally perform quite well for our classification 

tasks. During the training, we modify the last classification 

layer to accommodate the class numbers for each task. Except 

this layer, we fine-tuned the networks with the respective pre-

trained weights to enable transfer learning for these tasks. 

 

2.2. Use of 3D Information 

This subsection describes the use of 3D information in 

addition to only using 2D images. It is an open research on 

how to utilize 3D information for various classification tasks. 

While this paper does not focus on advancing such technique 

but on providing reliable evaluation settings for de-

identification, we employ conventional strategies to use 

2D/3D information. With point cloud data in 3D, it is 

convenient to project these points on a plane to form depth 

images [14, 17]. Similarly, surface normal images also 

possess 3D information [31], which can be considered as a 

candidate input. Meanwhile, we also include several fusion 

strategies for fusing 2D/3D information, ranging from input, 

feature and score levels. For the input fusion, we include 

RGBD (depth image as the fourth channel), RGBxD 

(multiplying the depth with the RGB channels), and GDN 

(using grayscale, depth, and grayscale surface normal images 

as the three channels). For the feature fusion, we use the 

feature vectors resulted from 2D/depth data, and then train an 

additional layer for the classification. For the score level, we 

use the classification scores resulted from 2D and depth data, 

and then apply weighted sum between these scores. 

 

2.3. De-identification with Preserving Facial Attributes 

Inspired by the research on privacy protection via altering 

facial attributes [6-7], AE/GAN can be employed to process 

images with additional constraints. Unlike references [6-7], 

we aim at de-identifying images with preserving facial 

attributes. Therefore, we do not alter facial attributes, but 

preserve them via constraint losses. The backbone of AE is 

adopted from the semi-adversarial networks [6] while that of 

GAN is adopted from StarGAN [32] with the use of pre-

trained models. Note that the backbone of GAN in 

PrivacyNet [7] is also adopted from StarGAN [32]. 

Let 𝑿  and 𝑿′  be an input face image and the de-

identified image, 𝑚, 𝑛, 𝑐 be the dimension and channels, 𝒚𝑡 

and 𝑓𝑡 be the label vector and the classifier for task 𝑡, 𝑔 be the 

de-identification model such that 𝑿′ = 𝑔(𝑿) . For the AE 

based approach, the reconstruction loss function 𝐽𝑟𝑒𝑐  for 

training the de-identification model 𝑔 can be defined as:  

𝐽𝑟𝑒𝑐(𝑿, 𝑿′) =
1

𝑚×𝑛×𝑐
∑ ∑ ∑ |𝑋𝑖,𝑗,𝑘 − 𝑋′𝑖,𝑗,𝑘|𝑐

𝑘=1
𝑛
𝑗=1

𝑚
𝑖=1    (1) 

We introduce a constraint loss to preserve facial attributes: 

𝐽𝑐𝑜𝑛𝑠
𝑡 (𝑿′, 𝑓𝑡 , 𝒚𝑡) = − ∑ 𝑦𝑡

𝑙 log(𝑓𝑡(𝑿′)𝑙)
𝐿𝑡
𝑙=1            (2) 

where 𝐿𝑡  is the number of classes for task 𝑡. Note that the 

classifier 𝑓𝑡 can be obtained from the best model for each task 

(section 2.1). We can preserve a specific facial attribute for 

task 𝑡 with the following loss function 𝐽1: 

𝐽1 = 𝜆𝑟𝑒𝑐  𝐽𝑟𝑒𝑐 + 𝜆𝑐𝑜𝑛𝑠  𝐽𝑐𝑜𝑛𝑠
𝑡                       (3) 

where 𝜆𝑟𝑒𝑐 and 𝜆𝑐𝑜𝑛𝑠 are the weights for  𝐽𝑟𝑒𝑐  and  𝐽𝑐𝑜𝑛𝑠
𝑡 . We 

can also preserve 𝑁  multiple facial attributes (e.g., facial 

expressions, gender, and ethnicity) by loss function 𝐽2: 

𝐽2 = 𝜆𝑟𝑒𝑐  𝐽𝑟𝑒𝑐 + 𝜆𝑐𝑜𝑛𝑠  ∑ 𝐽𝑐𝑜𝑛𝑠
𝑡𝑁

𝑡=1                  (4) 

For simplicity, the same weight 𝜆𝑐𝑜𝑛𝑠  can be applied to all 

𝐽𝑐𝑜𝑛𝑠
𝑡 . We can also de-identify an image with preserving 𝑁 

multiple facial attributes by loss function 𝐽𝑑𝑒: 

𝐽𝑑𝑒 = 𝜆𝑟𝑒𝑐  𝐽𝑟𝑒𝑐 − 𝜆𝑖𝑑  𝐽𝑐𝑜𝑛𝑠
𝑖𝑑 + 𝜆𝑐𝑜𝑛𝑠  ∑ 𝐽𝑐𝑜𝑛𝑠

𝑡𝑁
𝑡=1       (5) 

where 𝜆𝑖𝑑 enables the control of the de-identification degree. 

For the GAN based approach, the training of the 

discriminator is almost the same as StarGAN except the 

classification loss is disabled because classification models 

 
Figure 1. Framework for 2D/3D face de-identification with 

preserving facial attributes. The face images are extracted from 

BU3DFE database [33]. 



have been pre-trained (section 2.1). When training the 

generator, similar to the AE based approach, we disable the 

options to alter facial attributes but to introduce the constraint 

loss function (Equation 2). The adversarial loss function 𝐽𝑎𝑑𝑣 

for training the generator 𝑔 can be defined as follows: 

𝐽𝑎𝑑𝑣 =
1

𝑁𝑑
∑ log(1 − 𝐷(𝑋′)𝑖)

𝑁𝑑
𝑖=1                   (6) 

where 𝐷 is the discriminator network and 𝑁𝑑 is the number 

of scalar values for the output of 𝐷. The final loss function 

𝐽𝑑𝑒 for training the generator 𝑔 can be defined as follows: 

𝐽𝑑𝑒 = 𝜆𝑎𝑑𝑣 𝐽𝑎𝑑𝑣 + 𝜆𝑟𝑒𝑐  𝐽𝑟𝑒𝑐 − 𝜆𝑖𝑑  𝐽𝑐𝑜𝑛𝑠
𝑖𝑑 + 𝜆𝑐𝑜𝑛𝑠  ∑ 𝐽𝑐𝑜𝑛𝑠

𝑡𝑁
𝑡=1  (7) 

In this way, it is possible to de-identify an image with 

preserving facial attributes into some extent. 

 

3. EXPERIMENTS AND RESULTS 

 

Dataset and Evaluation Protocol. Among existing 3D face 

databases, BU3DFE database [33] provides annotations of 

identity, expressions, gender, and ethnicity. It is widely used 

for 3D facial analysis (e.g. [14, 17]) and is highly suitable for 

this paper. This database provides 2500 2D/3D face 

images/point cloud data acquired from 100 subjects. There 

are six expressions per subject, four intensity levels per 

expression, and a neutral sample. As a research frontier on 

the new problem addressed in this paper, it is reasonable to 

first consider a closed set biometric recognition scenario [34] 

so that same identity and facial attributes classes are seen 

during the training. We define the training set as all the 100 

subjects and six expressions, with intensity level 1 to 3; the 

test set as all the 100 subjects and six expressions, but with 

intensity level 4, i.e., 1800 images for the training and 600 

images for the testing. This evaluation protocol enables fair 

evaluation on the performance of biometric recognition and 

facial attributes classification, thus the performance of de-

identification with preserved facial attributes. For the 

evaluation metrics, we present identification accuracies 

(ACC), equal error rates (EER). Due to space limitations, we 

only present receiver operating characteristics (ROC) curves 

for the final results using both 2D and depth information. The 

implementation details and parameters such as 𝜆𝑖𝑑  can be 

found in the implementation codes [26]. 

 

Comparative Performance Evaluation. Table 1 shows the 

experimental results of four tasks (biometric, expression, 

gender, ethnicity recognition) using four models (GoogleNet, 

ResNet50, VGG16, DenseNet121), different input data and 

fusion strategies (input level, feature level, score level), 

which justifies the choices of the classification models 

(section 2.1) and the use of 3D data (section 2.2). The first 

basic finding can be referred to the first row where 2D texture 

images are the inputs. The recognition performance of all four 

tasks is quite high, indicating that this experimental setting is 

effective for the evaluation of de-identification because there 

is plenty of room to de-identify the images (lowering the 

biometric recognition performance) while preserving other 

attributes (maintaining other recognition performance). 

Comparing the performance of different classification 

models, we can select the best model for each input and task. 

For example, for biometric recognition, ResNet is selected 

when 2D data is used while DenseNet is selected when depth 

data is used. Comparing the first three rows, we find that 

using 2D images performs better than depth images which 

performs better than using surface normal images. Therefore, 

2D and depth images with their respective best models are 

selected for feature and score level fusion. Comparing the last 

five rows regarding the fusion strategies, we find that score 

level fusion performs the best.  

Table 2 shows the experimental results of the de-

identification approaches (Section 2.3) with different 

constraint losses. The row “Original” refers to the baseline 

classification performance when the images are not 

processed; the rows between “Expression” to “Ethnicity” 

refer to constraining each attribute using Equation 3 so that 

such attributes can be better preserved; the row 

“Exp.+Gen.+Eth.” refers to constraining multiple attributes 

together using Equation 4; the row “Ours” refers to de-

identifying images with preserving facial attributes using 

Equation 5 or 7. The weight 𝜆𝑖𝑑 controls the strength to de-

identify the images, which is selected by achieving the 

accuracies of biometric recognition to be 1%.  

We also compare with two existing de-identification 

methods: VGAN [8] aims at face de-identification with 

preserving facial expressions while CIAGAN [9] aims at de-

identification with preserving visual quality, which are of 

similar objectives to the problem addressed in this paper. We 

implement these methods based on the partially available 

source codes and try our best to improve the performance by 

adjusting the hyper-parameters. Same dataset and evaluation 

protocol are used in the evaluation. For the facial expressions 

preservation in VGAN, similar to our AE/GAN approach, we 

replace the classification loss with our pre-trained 

classification models. It can be observed from the last two 

rows in Table 2 that these two methods are effective for de-

identification, but do not perform well in preserving facial 

attributes. 

Figure 2 shows the experimental results of de-

identification performance using both 2D and 3D 

information. These results are obtained by using score fusion 

between 2D and depth images. It can be observed that using 

the AE/GAN based approach can enable strong de-

identification (heavy drops in the biometric recognition 

performance), while maintaining the recognition 

performance of other attribute classification tasks to some 

extent. The GAN based approach generally outperforms the 

AE approach in terms of maintaining better recognition 

performance of the attribute recognition tasks. 

 

4. CONCLUSIONS 

 

This paper presents the first study on the possibility of 3D 

face de-identification with preserving facial attributes. 



Incorporating constraint loss functions in AE/GAN based 

approach is effective to de-identify both 2D/3D data with 

preserving facial attributes. The current approach relies on 

specific classification models for de-identification, other 

classification models may still be able to classify the original 

identity in some cases. It is also important to de-identify face 

images with stronger preservation of facial attributes. 

Furthermore, how to represent 3D face data for biometric and  

attribute recognition is an open problem to be addressed. For 

instance, PointNet++ [35] can be an interesting alternative 

instead of projecting the 3D point clouds as depth maps. 
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Table 1. Experimental results of tasks using different classification models, input data and fusion strategies. The numerical results are 

ACC (in %) and EER (in % and in brackets). Finally selected options are in bold. 

Task Biometric Recognition Expression Recognition Gender Recognition Ethnicity Recognition 

Input\Model Gnet Rnet Vnet Dnet Gnet Rnet Vnet Dnet Gnet Rnet Vnet Dnet Gnet Rnet Vnet Dnet 

2D 
99.7 

(0.2) 

100 

(0.0) 

99.2 

(1.4) 

99.8 

(0.2) 

90.0 

(5.1) 

94.0 

(4.1) 

89.8 

(6.1) 

93.3 

(4.5) 

99.5 

(0.5) 

100 

(0.0) 

99.3 

(0.7) 

99.8 

(0.2) 

99.7 

(0.2) 

100 

(0.0) 

99.8 

(0.8) 

99.8 

(0.2) 

Depth 
98.3 
(1.2) 

99.3 
(0.3) 

88.3 
(3.9) 

99.3 

(0.2) 
88.7 
(5.2) 

91.2 
(4.7) 

88.3 
(8.2) 

92.7 

(4.8) 
99.2 
(0.8) 

99.3 

(0.7) 
99.0 
(1.0) 

99.3 
(0.7) 

98.5 
(1.0) 

99.5 

(0.3) 
99.2 
(1.4) 

99.3 
(0.5) 

Normal 
95.5 

(2.0) 

98.2 

(0.8) 

92.8 

(3.5) 

98.8 

(0.8) 

88.2 

(6.3) 

91.2 

(5.0) 

89.7 

(6.2) 

91.7 

(4.8) 

98.0 

(2.0) 

99.0 

(1.0) 

97.7 

(2.3) 

98.7 

(1.5) 

98.0 

(1.2) 

98.5 

(0.7) 

99.0 

(0.7) 

99.2 

(1.2) 

RGBD 

(Input Fusion) 
98.5 
(0.8) 

99.3 
(0.5) 

93.2 
(3.6) 

99.7 
(0.3) 

88.8 
(6.1) 

90.2 
(5.6) 

88.8 
(8.4) 

92.0 
(5.1) 

99.5 
(0.5) 

99.5 
(0.5) 

99.3 
(0.7) 

100 
(0.0) 

99.3 
(0.3) 

99.8 
(0.2) 

99.3 
(1.2) 

99.7 
(0.2) 

RGBxD 

(Input Fusion) 
99.8 

(0.3) 

99.7 

(0.2) 

97.2 

(1.9) 

99.7 

(0.3) 

90.3 

(5.6) 

92.0 

(5.0) 

92.0 

(5.8) 

91.8 

(4.4) 

99.7 

(0.3) 

100 

(0.0) 

99.7 

(0.3) 

99.8 

(0.3) 

99.7 

(0.4) 

99.8 

(0.0) 

99.8 

(0.5) 

99.8 

(0.3) 

GDN 

(Input Fusion) 
98.3 
(1.0) 

99.3 
(0.8) 

95.3 
(2.3) 

98.3 
(0.6) 

90.2 
(5.0) 

91.2 
(5.3) 

90.5 
(6.7) 

91.7 
(5.1) 

99.7 
(0.3) 

99.3 
(0.7) 

99.3 
(0.7) 

99.7 
(0.3) 

98.8 
(0.7) 

99.7 
(0.5) 

99.7 
(0.8) 

99.5 
(0.5) 

Approach\Model 2D(Rnet)+Depth(Dnet) 2D(Rnet)+Depth(Dnet) 2D(Rnet)+Depth(Rnet) 2D(Rnet)+Depth(Rnet) 

Feature Fusion 100 (0.1) 92.7 (3.3) 100 (0.0) 99.8 (0.3) 

Score Fusion 100 (0.0) 95.3 (3.5) 100 (0.0) 100.0 (0.0) 

 

Table 2. Experimental results of the de-identification methods with different constraint objectives. The numerical results are ACC (in 

%) and EER (in % and in brackets). Finally selected options are in bold. 

Task Biometric Recognition Expression Recognition Gender Recognition Ethnicity Recognition 

Input 2D Depth 2D Depth 2D Depth 2D Depth 

Original 100 (0.0) 99.3 (0.2) 94.0 (4.1) 92.7 (4.8) 100 (0.0) 99.3 (0.7) 100 (0.0) 99.5 (0.3) 

De-id Model 

Constraints \ 
AE GAN AE GAN AE GAN AE GAN AE GAN AE GAN AE GAN AE GAN 

Expression 
53.3 

(10.8) 
73.8 
(5.2) 

95.8 
(1.4) 

91.3 
(2.0) 

91.3 
(6.2) 

89.3 
(6.0) 

90.8 
(5.0) 

91.0 
(5.5) 

96.0 
(4.1) 

98.8 
(1.2) 

98.8 
(1.2) 

98.3 
(1.7) 

92.0 
(7.0) 

97.0 
(1.5) 

99.0 
(1.0) 

97.7 
(1.8) 

Gender 
63.3 

(7.7) 

83.7 

(3.3) 

91.5 

(2.2) 

78.5 

(5.3) 

78.0 

(11.3) 

86.7 

(8.0) 

91.0 

(5.4) 

82.7 

(9.3) 

99.8 

(0.2) 

99.7 

(0.3) 

99.0 

(1.0) 

97.8 

(2.2) 

94.3 

(5.0) 

97.8 

(1.8) 

98.0 

(1.5) 

95.7 

(3.1) 

Ethnicity 
64.2 
(6.7) 

83.5 
(4.5) 

92.7 
(1.7) 

93.2 
(1.8) 

83.8 
(9.8) 

86.3 
(7.8) 

91.2 
(5.3) 

87.8 
(6.9) 

98.2 
(1.8) 

98.3 
(1.7) 

98.7 
(1.3) 

98.3 
(1.7) 

99.3 
(0.8) 

99.7 
(0.5) 

99.2 
(0.5) 

99.0 
(1.0) 

Exp. + Gen. + 

Eth. 

59.5 
(7.8) 

84.0 
(2.8) 

97.2 
(1.2) 

95.5 
(1.3) 

87.3 
(6.8) 

90.2 
(5.5) 

90.0 
(5.1) 

89.2 
(6.3) 

98.3 
(1.7) 

99.7 
(0.3) 

99.3 
(0.7) 

99.0 
(1.0) 

97.3 
(1.8) 

99.8 
(0.5) 

99.7 
(0.7) 

99.5 
(0.7) 

Ours 
1.0 

(37.6) 
1.0 

(45.4) 
1.0 

(37.8) 
1.0 

(41.4) 
86.0 
(8.0) 

86.5 
(8.3) 

85.8 
(8.7) 

86.7 
(7.7) 

97.7 
(2.3) 

98.8 
(1.1) 

94.7 
(5.2) 

96.7 
(3.3) 

93.8 
(4.6) 

96.7 
(3.5) 

93.0 
(5.1) 

94.7 
(3.7) 

VGAN [8] 3.7 (43.4) 1.7 (46.6) 53.5 (25.3) 66.5 (20.0) 49.5 (50.5) 55.0 (45.0) 46.0 (30.8) 41.2 (32.4) 

CIAGAN [9] 4.0 (38.3) 1.0 (47.5) 25.8 (41.7) 18.2 (49.5) 72.8 (27.1) 46.3 (53.0) 40.5 (25.8) 41.8 (31.4) 

 

    
Figure 2. Experimental results of de-identification performance using both 2D and depth information. “Cons.” refers to preserving the 

three attributes by Equation 4. “Ours” refers to de-identification with preserving facial attributes by Equation 5 or 7. 
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