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Preface

Low-power wide-area network (LPWAN) is a promising solution for long-range and
low-power Internet of things (IoT) and machine-to-machine communication applications.
The LPWANs are resource-constrained networks and have critical requirements for long
battery life, extended coverage, high scalability, and low device and deployment costs. There
are several design and deployment challenges such as media access control, spectrum man-
agement, link optimization and adaptability, energy harvesting, duty cycle restrictions, coex-
istence and interference, interoperability and heterogeneity, security and privacy, and others.
This book is intended to provide a one-stop solution for study of LPWAN technologies as it
covers a broad range of topics and multidisciplinary aspects of LPWAN and IoT. Primarily,
the book focuses on design requirements and constraints; channel access; spectrum manage-
ment; coexistence and interference issues; energy efficiency; technology candidates; use
cases of different applications in smart city, health care, and transportation systems; security
issues; hardware/software platforms; challenges; and future directions. This book will be
helpful to the students, academicians, researchers, industry professionals, and practitioners
to understand LPWAN technologies, in designing the networks, for research, in implementing
and deploying IoT applications. The book is organized in 18 chapters, as described below:

Chapter 1, Introduction to low-power wide-area networks, presents a general introduction
to LPWANs, innovative applications/services and their requirements, wireless access, and
LPWAN application characteristics.

Chapter 2, Design considerations and network architectures for low-power wide-area net-
works, discusses the different key design considerations of LPWANs, networks, and topologi-
cal aspects to give an overall architectural and design framework. It also briefly describes the
major LPWAN technology solutions available as a segue to the upcoming chapters.

Chapter 3, LoRaWAN protocol: specifications, security, and capabilities, covers the LoRa
and long-range wide-area network (LoRaWAN) protocol. It focuses on the technical specifi-
cations, regional parameters, activation and roaming, network-based and multitechnology
geolocation, security, and capabilities.

Chapter 4, Radio channel access challenges in LoRa low-power wide-area networks, pre-
sents the review LoRA physical layer, orthogonality properties, network scalability, interfer-
ences and mitigation techniques, channel access mechanism, and reliability of clear channel
assessment.

xix



Chapter 5, An introduction to Sigfox radio system, introduces with the ultra-narrow band
Sigfox technology along with its benefits, communication rules, coding, frame structure,
interfaces, and unique features.

Chapter 6, NB-IoT: concepts, applications, and deployment challenges, discusses the nar-
rowband IoT technology. It covers fundamentals concepts, benefits, characteristics, architec-
tures, standards, working principles, frame structure, and applications.

Chapter 7, Long-term evolution for machine-type communication, presents long-term
evolution (LTE) for machine-type communication. The chapter focuses on the LTE founda-
tion, major applications, architecture, and operational aspects; interrelationships from LTE
and LTE-M; future coexistence between LTE-M and 5G networks; and a summary of LTE-M
evolution along with selected use cases.

Chapter 8, TV white spaces for low-power wide-area networks, covers the study on TV
white spaces for LPWAN applications. The chapter presents the needs and advantages of TV
white spaces, architectures, and protocols, using TVWS for LPWAN applications, future chal-
lenges, and deployment opportunities.

Chapter 9, Performance of LoRa technology: link-level and cell-level performance, pre-
sents numerical and experimental studies for link-level and cell-level performance of LoRa in
the presence of interference. It covers the impact of interspreading factor, interference and
fading, and scalability of the networks.

Chapter 10, Energy optimization in low-power wide area networks by using heuristic
techniques, describes the review of various metaheuristics optimization techniques used for
energy optimization in wireless sensor networks, along with analysis, evaluation, and appli-
cability to LPWANs.

Chapter 11, Energy harvesting�enabled relaying networks, deals with energy harvest-
ing�enabled relaying networks. It discusses the issues related to cooperative communication
techniques, concerned factors, impairing of wireless relaying networks, and solutions.

Chapter 12, Energy-efficient paging in cellular Internet of things networks, discusses vari-
ous solutions for paging aimed at improving the energy efficiency of IoT applications in
cellular-based radio access technologies. It describes the basic power-saving solutions, pag-
ing strategies, and their applications, and open issues related to paging and radio wake-up
schedules.

Chapter 13, Guidelines and criteria for selecting the optimal low-power wide-area net-
work technology, presents the guidelines and criteria for selecting optimal LPWAN technol-
ogy. It covers different aspects that affect the decision-making process, ranging from
technical parameters to implementation to functional issues. It also covers the properties of
LPWANs and comparison, along with some examples of technology selection use cases.

Chapter 14, Internet of wearable low-power wide-area network devices for health self-
monitoring, describes different aspects concerning LPWAN-based wearable devices for
remote health monitoring. The chapter deals with efficient algorithms for data processing
and high-level optimization for minimal power consumption and enhanced data accuracy.

Chapter 15, LoRaWAN for smart cities: experimental study in a campus deployment,
describes the use cases of LPWAN-based applications for smart cities, the experience in

xx Preface



deploying interoperable LoRaWANs, management aspects in a campus environment, the
impact of dense foliage, and other parameters on optimal network deployment.

Chapter 16, Exploiting LoRa, edge, and fog computing for traffic monitoring in smart cit-
ies, presents a hybrid edge-fog-cloud computing architecture for monitoring environmental
parameters and traffic flow in a city. It also discusses a lightweight image processing algo-
rithm to estimate traffic density.

Chapter 17, Security in low-power wide-area networks: state-of-the-art and development
toward the 5G, is focused on the security aspects in LPWANs and the way toward 5G. It cov-
ers potential security threats, features, interrelations, interfaces, and significant features
related to LPWANs. The chapter also discusses possible security issues and gaps for LPWAN
and 5G integration.

Chapter 18, Hardware and software platforms for low-power wide-area networks, presents
the study of various LPWAN hardware and software platforms available in the market for
research and deployment. It also describes various open-source tools available for simula-
tions and research.
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1
Introduction to low-power
wide-area networks

Bharat S. Chaudhari1, Marco Zennaro2

1SCHOOL OF ELECTRONICS AND COMMUNICATION ENGINEERING, MIT WORLD PEACE

UNIVERSITY, PUNE, INDIA 2T/ICT4D LABORATORY, THE ABDUS SALAM INTERNATIONAL

CENTRE FOR THEORETICAL PHYSICS, TRIESTE, ITALY

1.1 Introduction
With the emergence of the Internet of things (IoT) and machine-to-machine (M2M)
communications, massive growth in the sensor node deployment is expected soon.
According to the forecast by Ericsson [1], around 29 billion devices will be connected to the
Internet by 2022. These connected IoT devices include connected cars, machines, meters,
sensors, point-of-sale terminals, consumer electronics products, wearables, and others. IoT
survey reported on the Forbes website [2] forecasts more than 75 billion IoT device connec-
tions by 2025. HIS Markit [3] forecasted that the number of connected IoT devices would
grow to 125 billion in 2030. The exponential growth in IoT is impacting virtually all stages
of industry and nearly all market areas. It is redefining the ways to design, manage, and
maintain the networks, data, clouds, and connections.

With highly anticipated developments in the fields of artificial intelligence, machine
learning, data analytics, and blockchain technologies, there is immense potential to exponen-
tially grow the deployments and its applications in almost all the sectors of society, profes-
sion, and industry. Such progression allows any things such as sensors, vehicles, robots,
machines, or any such objects to connect to the Internet. It enables them to send the sensed
data and parameters to the remote centralized device or server, which provides intelligence
for making an appropriate decision or actuating action.

In general, IoT applications require energy-efficient and low-complexity nodes for a vari-
ety of uses that are to be deployed on scalable networks. Currently, wireless technologies
such as IEEE 802.11 wireless local area networks (WLAN), IEEE 802.15.1 Bluetooth, IEEE
802.15.3 ZigBee, low-rate wireless personal area networks (LR-WPAN), and others are being
used for sensing applications in the short-range environments. In contrast, wireless cellular
technologies such as 2G, 3G, 4G, and 5G can be extended to long-range applications.
Primarily, WLAN and Bluetooth were designed for high-speed data communication, whereas
ZigBee and LR-WPAN were designed for wireless sensing applications in the local
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environments and are used for low data�rate application for communication distances
ranging from a few meters to a few hundred meters, depending on the line of sight, obstacles
in the path, interference, transmit power, etc. Wireless cellular networks such as 2G, 3G, and
4G are designed for voice and data communication, not primarily for wireless sensing appli-
cations. Although these technologies are used for sensing for one or other ways in some of
the applications, their performance in terms of performance metrics used in the wireless
sensor networks may not be acceptable.

Hence, to support such requirements, a new paradigm of IoT, called low-power wide-
area networks (LPWAN) is evolved. The LPWAN is a class of wireless IoT communication
standards and solutions with characteristics such as large coverage areas, low transmission
data rates with small packet data sizes, and long battery life operation [4]. The LPWAN tech-
nologies are being deployed and have shown enormous potential for the vast range of appli-
cations in IoT and M2M, especially in constrained environments.

1.2 Intelligent applications and services
The growing popularity of IoT use cases in domains that rely on connectivity spanning large
areas and able to handle a massive number of connections is driving the demand for massive
IoT technologies. With the advancement in the field of miniaturized electronics, communica-
tion, computing, sensing, actuating, and battery technologies, it is possible to design low--
power, long-range networking technologies with many years of battery life and tens of
kilometers coverage. These technologies have to be Internet-compatible so that data, device,
and network management can be undertaken through cloud-based platforms. The most criti-
cal requirements of wireless IoT/M2M devices are low power consumption with extended
transmission range, support to massive number of devices, the capability to handle RF inter-
ference, low cost, easy deployment, and robust security for the both, applications and net-
work level. LPWAN technologies are promising and can be deployed for a broad range of
smart and intelligent applications, including environment monitoring, smart cities, smart
utilities, agriculture, health care, industrial automation, asset tracking, logistics and transpor-
tation, and many more as given in Table 1�1.

1.2.1 Application requirements

Various applications have varying requirements. Coverage, capacity, cost, and low-power
operation are of course the primary drivers for all LPWAN applications. However, any
LPWAN solution may entail significant tradeoffs between different requirements, for exam-
ple, coverage versus cost. In addition, some applications are comparatively homogeneous,
for example, meters, whereas others have a plethora of heterogeneous devices with varying
expectations. In addition, selected applications require other capabilities, for example, inter-
working with other technologies, voice support, among others. Hence a specific LPWAN
solution may be customized to a narrow set of applications, whereas another solution may
be designed to cover a range of applications and attributes.
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Table 1–1 Applications of LPWANs.

Field Major applications

Smart cities Smart parking, structural health of the buildings,
bridges and historical monuments, air quality
measurement, sound noise level measurement,
traffic congestion and traffic light control, road
toll control, smart lighting, trash collection
optimization, waste management, utility
meters, fire detection, elevator monitoring and
control, manhole cover monitoring,
construction equipment and labor health
monitoring, environment and public safety

Smart environment Water quality, air pollution, temperature, forest
fire, landslide, animal tracking, snow level
monitoring, and earthquake early detection

Smart water Water quality, water leakage, river flood
monitoring, swimming pool management, and
chemical leakage

Smart metering Smart electricity meters, gas meters, water flow
meters, gas pipeline monitoring, and
warehouse monitoring

(Continued)
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Table 1�1 (Continued)

Field Major applications

Smart grid
and energy

Network control, load balancing, remote
monitoring and measurement, transformer
health monitoring, and windmills/solar power
installation monitoring

Security and
emergencies

Perimeter access control, liquid presence
detection, radiation levels, and explosive and
hazardous gases

Retail Supply chain control, intelligent shopping
applications, smart shelves, and smart product
management

Automotives and
logistics

Insurance, security and tracking, lease, rental,
share car management, quality of shipment
conditions, item location, storage
incompatibility detection, fleet tracking, smart
trains, and mobility as a service

(Continued)
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Table 1�1 (Continued)

Field Major applications

Industrial automation
and smart
manufacturing

M2M applications, robotics, indoor air quality,
temperature monitoring, production line
monitoring, ozone presence, indoor location,
vehicle auto-diagnosis, machine health
monitoring, preventive maintenance, energy
management, machine/equipment as a service,
and factory as a service

Smart agriculture and
farming

Temperature, humidity, alkalinity measurement,
wine quality enhancing, smart greenhouses,
agricultural automation and robotics,
meteorological station network, compost,
hydroponics, offspring care, livestock
monitoring and tracking, and toxic gas levels

Smart homes/buildings
and real estate

Energy and water use, temperature, humidity,
fire/smoke detection, remote control of
appliances, intrusion detection systems, art,
goods preservation, and space as a service

eHealth, life sciences,
and wearables

Patient health and parameters, connected
medical environments, health care wearable,
patients surveillance, ultraviolet radiation
monitoring, telemedicine, fall detection,
assisted living, medical fridges, sportsmen care,
tracking chronic diseases, tracking mosquito
and other such insects population and growth
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Table 1�2 provides a mapping of selected applications to the corresponding emphasis
that needs to be placed by the intended LPWAN solution similar to what has been done in
Ref. [5]. In addition to the primary categories of coverage, capacity, cost, and low-power
operation, another requirement area added is “additional specific” one. This covers the addi-
tional features mentioned that may be needed for a specific application. The relative scales
for applicability of the requirement to the application are High (H), Medium (M), and Low
(L). Table 1�2 provides the context for an LPWAN solution for carrying out architectural and
design decision driven by which application or set of applications the technology is being
targeted to. Some selected examples of the categorization in Table 1�2 are highlighted
below.

Coverage is of fundamental value to almost all LPWAN applications and hence it is identi-
fied to be of high relevance to them. However, typical manufacturing environment may
entail localized operations. In such a case, tradeoffs may be carried out to focus on types
and number of devices to be supported and the intense coverage requirement may be com-
promised. Low-power operation is driven primarily by availability of electric power supply,
for example, agricultural applications. In such situations, various sensors are in far out and
sometimes difficult to reach locations and hence batteries lasting 101 years without rechar-
ging are needed. Low-power operation is considered to be of high significance in such appli-
cations. In others, for example, retail, electric power may be readily available and low-power
operation may be considered of low priority. In many instances, an application with massive
number of devices requires very low-cost devices, for example, smart metering, whereas
others such as smart homes may be able to absorb reasonable cost. This is hence captured
as of low relevance for such applications.

For design considerations to be addressed in Chapter 2, Design challenges and network
architectures for low-power wide-area networks, further granularity is needed to these
requirements categories. The major characteristics corresponding to these requirements are
summarized in Fig. 1�1 and elaborated on in the next section.

Table 1–2 Mapping of applications with their requirements.

Applications Coverage Capacity Cost Low power Additional specific

Smart cities H H H M H
Smart environment M H H H M
Smart water H M M M L
Smart metering H H H M L
Smart grid and energy H H M M M
Security and emergencies H L M H H
Retail H H H L M
Automotives and logistics H H M L H
Industrial automation and smart manufacturing L H H L L
Smart agriculture and farming H H M H L
Smart homes/building and real estate H M L L L
eHealth, life sciences, and wearables H H M H H
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1.3 Wireless access
IoT and LPWAN provide the basic foundational system for many applications. It plays a criti-
cal role in fulfilling the agile and dynamic requirements of applications and services and pro-
vides the framework for offering effective and efficient solutions. For communications and
interconnections of such applications, a range of proprietary and standards-based solutions
are available. The networks span different geographic ranges, as shown in Fig. 1�2.

Wireless proximity networks based on radio frequency identification and near-field com-
munication are the near-me area network-type communication networks for the devices in
close proximity. WPANs are used to convey information over short distances among the
group of participant devices with little or no infrastructure. These networks can be connected
to cloud platforms through a centralized device or server. Most of the WPANs are designed
for low data�rate, power-efficient, short distance, and inexpensive solutions. The prominent
WPAN technologies include IEEE 80.15.4 low-rate WPANs, ZigBee, WirelessHART,
ISA100.11a, 6LoWPAN, Wibree, Bluetooth low energy, INSTEON, Wavenis, Z-Wave, ANT1 ,
Enocean, and CSRMesh. WLANs are primarily designed for high-speed data exchange
between the devices with campus-wide coverage limited to a few hundred meters. WLAN
technologies include the different flavors of IEEE 802.11 standard. Wireless neighborhood

Capacity

• Application-specific requirements

• Deployment scenarios

• Device cost

• Network cost

• Scalability

• Energy efficiency

• Battery life

• Latency

• Outdoor/indoor

• Urban/rural areas

• Underground, underwater, through walls

• Unidirectional, Bidirectional, Half/Full

• Scalability

• Data rate support, reliability

Coverage

Consumption

Cost

Additional

specifics

FIGURE 1–1 Application requirement priorities and characteristics.
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area network (WNAN) has evolved in a new architectural system element for broadband
wireless local distribution applications, which comprise of service area smaller than metro-
politan but larger than local area networks. It can be used for residential, campus, street-
level environments for utility and smart grid applications. The technologies for WNAN are
Wi-SUN, ZigBee NAN, and Wireless M-bus.

WWANs are designed to cater to larger areas compared to LANs and WNANs. They have
different requirements for different applications in terms of coverage, power efficiency, data
rates, scalabilities, resource reuse, and others. WWANs can be broadly classified into cellular
and LPWANs. Cellular networks such as 3G and 4G are primarily designed to transfer data at
high rate for a few to tens of kilometers. These networks support mobility and hence provide
extended coverage beyond the range of a single cell via handover mechanisms. LPWANs are
the wireless communication technologies designed to allow long-range communications
with low power consumption, low-cost interface, and a relatively low bit rate for IoT and
M2M applications. Most of the intelligent applications will require some combinations of the
above wireless access solutions.

FIGURE 1–2 Wireless access geographic coverage.
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There is a major segment of IoT-based applications which span long distance and are
sensitive to both cost and power consumption. Such emerging networks are classified as
LPWAN. It is estimated that one-fourth of overall IoT/M2M devices are to be connected to
the Internet using either proprietary or standard LPWAN technologies. LPWAN-based appli-
cations are expected to be one-third of all IoT applications. Technologies other than LPWAN
typically focus on achieving higher data rates, lower latency, and higher reliability. LPWAN
solutions typically involve a massive number of end devices, send small-sized infrequent
messages, and are tolerant of reasonably long end-to-end delays. Reliability requirements
are varied depending upon the application. LPWAN technologies complement and some-
times supersede the conventional cellular and short-range wireless technologies in perfor-
mance for various emerging applications [6].

1.4 Low-power wide-area network application
characteristics

The extensive range of LPWAN applications requires interconnection and communications
between a diverse set of devices. These devices span coverage ranging from very short to
remote distances, from stationary to moving positions, from the battery based low power to
commercial power-based connections, and a range of friendly to hostile environments. A sig-
nificant share of low-power wide-area solutions typically send small-sized messages infre-
quently, are delay-tolerant, do not need high data rates, and require low power consumption
and low cost.

IoT applications can be categorized as per the coverage needs and performance require-
ments in terms of transmission rates, delay, power consumption, etc. The coverage require-
ments for different applications are highly localized, for example, indoor stationary
deployments. For the applications involving device mobility such as asset tracking requires
global service coverage [7]. LPWAN applications are categorized as Massive IoT applications in
contrast to critical IoT applications that require ultralow latency and ultra-high reliability. The
characteristics and requirements for the applications that characterize LPWAN solutions are
indicated below. The crucial characteristics include handling of M2M traffic, massive capacity,
energy-efficient, and low-power operations, extended coverage, security, and interworking.

1.4.1 Coverage

1.4.1.1 Traffic characteristics
The inherent communication mechanism of LPWAN networks is traffic generated by distrib-
uted sensors. In addition to the possible presence of traffic created by smartphones or other
devices, the LPWAN traffic itself can vary in a wide range of attributes such as the number of
messages, message size, and reliability requirements. LPWAN technologies have diverse cat-
egories of applications with varying requirements. Some of the applications are delay-
tolerant (e.g., smart metering); while applications such as fire detection, nuclear radiation
detection, and home security require prioritized and immediate transmission. In some
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applications, a priority message scheduling may be required for event-triggered transmis-
sions. With the massive number of active devices, there is a possibility of a service level
agreement (SLA) requirement of each application that might not be satisfied. Mechanisms
need to be supported for the coexistence of different traffic types, the required quality of ser-
vice (QoS), and SLA. In LPWAN applications, provision may need to be made for handling
multiple classes of the end devices based on their communication needs in uplink or down-
link. In some applications, device mobility support is needed, requiring being connected
anywhere and ensuring seamless service on the move.

1.4.1.2 Coverage
The range of operations requires both long-range and short-range communications.
Typically, LPWAN needs to provide long-range communication up to 10�40 km in rural/des-
ert zones and 1�5 km in urban zones with 120 dB gain over the legacy cellular networks
[6,8]. Indoor hard to reach locations such as underground locations and basements, and also
the coverage which results in signal propagation through buildings and walls is needed,
especially for the application involved in monitoring and collecting data. Coverage needs to
be consistent with expectations on adaptable data rates and managed data error rates. Use of
the sub-GHz band helps most of the LPWANs to achieve robust and reliable communication
with a lower power budget as the lower frequencies of the sub-GHz band have better propa-
gation characteristics as compared to 2.4 GHz band. Additionally, the slow modulation tech-
niques used for LPWAN put more energy for each bit and hence increase the coverage. Slow
modulation also helps the receivers in demodulating the signal correctly.

1.4.1.3 Location identification
The location identification for devices is a crucial requirement. Location accuracy plays criti-
cal role in applications such as logistics and livestock monitoring. It varies from a few centi-
meters to meters. Monitoring and security for sensing unusual events such as changed
device location and facilitating the proper level of authentication need to be supported.
Location identifications can be achieved by GPS, GPS-like systems, or by running smart algo-
rithms with the help of network infrastructure.

1.4.1.4 Security and privacy
The security requirements for LPWAN devices are particularly stringent because of the mas-
sive number, vulnerabilities, and simplicity of the devices. The essential attributes of authori-
zation, authentication, trust, confidentiality, data security, and nonrepudiation need to be
supported. The security support should be able to handle malicious code attacks (such as
worms), handle hacking into LPWAN devices and system, and manage eavesdropping, sniff-
ing attacks, and denial-of-service attacks [9]. It is also important to protect the device identity
and its location privacy from the public. Additionally, it should also support security for the
forward and backward transmission as required in various applications.
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1.4.2 Capacity

1.4.2.1 Capacity and scalability
One of the essential requirements for LPWAN is to support a massive number of simulta-
neously connected devices with the low data rate. Many applications require support for
100,0001 devices in a scalable manner. Scalability refers to the ability for seamlessly grow-
ing from a network of the small number of heterogeneous devices to massive numbers of
devices, new devices, applications, and functions without compromising the quality and pro-
vision of existing services [9]. As LPWAN end-devices have low computational and power
capabilities, network devices such as gateways and access stations can also play a vital role
in enhancing scalability. Employing multichannel and multiantenna based on different diver-
sity techniques can also significantly improve the scalability of LPWAN networks. However, it
is to be ensured that such features do not compromise other performance metrics. A better
solution could be a tradeoff to support the optimized performance and the requirements of
the application. Secondly, the environment requires the transmission of data over confined
and often shared radio resources. Such a large number of devices also results in high densifi-
cation [6]. In such a case, there is always possibility of bottleneck at media access, large
interference, and hence substantial degradation of performance of the network.

1.4.3 Cost

1.4.3.1 Cost-effectiveness
LPWAN applications are particularly sensitive to the device and operational cost. In addition
to the standard requirements of low deployment and operating costs for the network, the
large number of devices involved puts major constraints on cost, operational expenses, and
an imperative of low power consumption. Software upgradability without changing hardware
is a key attribute that needs to be supported. Besides, it becomes imperative to support
scalability, easy installation and maintenance, and cost-effective functionality.

1.4.4 Low-power operations

1.4.4.1 Energy-efficient operations and low-power sources
In several applications of LPWANs, the environment and the constraints do not allow rechar-
ging of batteries. The battery is expected to last over 10 years without charging for AA or
coin cell batteries. If the battery loses power and even the replacement of the battery is pos-
sible, it may not be doable in short periods. The cost of battery sources needs to be low. The
LPWAN should be operated with strict and very low duty cycle limit so that node lifetime
can be enhanced. Hence, ultralow-power operation is a crucial requirement for battery-
powered IoT/M2M devices.

1.4.4.2 Reduced hardware complexity
In order to handle the large number, low cost, and long-range coverage, the design of small-
sized and low-complex devices becomes an essential requirement. The reduced hardware
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complexity structure enables the reduction of the power consumption in battery-powered
devices, without sacrificing too much performance. The devices generally are expected to
possess low processing capabilities. Simple network architecture and protocols need to be
supported by the hardware. From a technology point of view, in order to achieve the
required adaptability of the LPWAN devices, radio transceivers need to be flexible and
software-reconfigurable devices.

1.4.5 Additional specific requirements

1.4.5.1 Range of solution options
To allow flexibility and choices for the customer, operation support in both licensed and
unlicensed bands is desired. Unlicensed spectrum may be derived from the industrial, scien-
tific, and medical band. In many instances, customers prefer solutions that are upgradable
from existing wireless access systems. There are demands for both custom proprietary and
standards-based solutions. Applications require configurability between different topologies,
including star, mesh, and tree.

1.4.5.2 Operations, interrelationships, and interworkings
The network should be able to handle heterogeneous devices. These large numbers of
devices may share the same radio resources causing intra- and internetwork and technology
interference resulting in degradation of network performance. Hence, LPWAN devices should
possess the ability to connect and operate in varied LPWAN technology environments with
interference tolerance, handling, and mitigation capabilities. The network should be able to
enable connectivity of devices irrespective of hardware infrastructure and application pro-
gramming interface. It is required to have seamless end-to-end interoperability between dif-
ferent network technologies. It requires standardization and gateway with adaptability
protocols between various communications technologies. Full end-to-end application inte-
gration is expected.

1.5 Summarized objectives and expectations for low-power
wide-area network

The LPWANs are resource-constrained networks and have critical requirements for long bat-
tery life, extended coverage, high scalability capabilities, low device cost, and low deploy-
ment cost. There are several challenges such as network virtualization, software-defined
radio, further simplifying the media access control, dynamic spectrum management, use of
TV white spaces, link optimization and adaptability, energy harvesting, duty cycle restric-
tions, scalability, localization, coexistence and interference mitigation, mobility, higher data
rate and packet size, QoS support, interoperability and heterogeneity, security and privacy,
congestion control, fulfilling the SLAs, integration with data analytics, use of artificial intelli-
gence and machine learning techniques for performance improvement, development of test-
beds and associated tools. These are covered in Chapter 2, Design challenges and network
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architectures for low-power wide-area networks along with how these characteristics and
requirements translate into architectural and design considerations. An extensive amount of
research is necessary to realize all these challenges and to expand the application landscape
of LPWANs further and to compete with other cellular technologies.
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2.1 Introduction
Chapter 1, Introduction to low-power wide-area networks, discussed intelligent applications
and their characteristics and requirements to be addressed by low-power wide-area network
(LPWAN) technologies. This chapter maps the characteristics and attributes to the corre-
sponding set of architectural facilities and design constructs. The intent is to provide an over-
all architectural and design framework in the context of which a given LPWAN technology
can be evaluated with respect to its coverage of the LPWAN requirements. At the end of the
chapter, major LPWAN technology solutions available in the marketplace are also mentioned
and summarized as a segue to the upcoming chapters which cover the major solutions.

As stated in Chapter 1, Introduction to low-power wide-area networks, the primary
emphasis for LPWAN technologies is on low-cost devices, small-sized data with low band-
width, long battery life, large number of devices, and extended coverage. The key expecta-
tions are device costs in the $3�$7 range, packet sizes from 10 to 1000 bytes at uplink
speeds of up to 200 kbps, battery life of 101 years, support for 100k1 devices, and cover-
age from 2 to 1000 km [1]. These characteristics are expanded in many cases to consider new
applications. Hence, in addition to these core LPWAN characteristics, there are applications
that may require larger data sizes and varying bandwidth, may tolerate somewhat reduced
coverage, and may allow some compromise on cost. A typical LPWAN technology is
designed using a set of design considerations and architectural constructs derived from these
core and additional characteristics. Application of these design constructs results in various
tradeoffs especially cost, performance, and hardware and software complexity. A repertoire
of these design considerations is discussed next.
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2.2 Design considerations for low-power wide-area
networks

The characteristics and requirements for LPWAN solutions can be classified into the
following major categories: Traffic characteristics, capacity and densification, energy-
efficient operations and low-power sources, coverage, location identification, security and
privacy, cost-effectiveness, reduced device hardware complexity, range of solution options,
and finally operations, interrelationships, and interworking. Unlike traditional voice, data, or
video-based applications, machine type communication (MTC)�based applications entail
not just comparatively homogeneous types of devices and traffic characteristics but a wide
range of technologies designs and architectures.

Table 2�1 summarizes the key design considerations needed to meet these requirements.
Such traceability approach of associating requirements with their corresponding design con-
siderations is a powerful and effective tool to ensure that each requirement can be mapped
to its corresponding design entities for ascertaining the coverage of the requirement.
It may be noted that a design construct may be addressing multiple requirements as well.
The design considerations are grouped into two categories—Desirable and Enhancement.
Desirable or Expected design constructs are the typical basic capabilities for LPWAN net-
works. They are generally applicable for homogeneous-type lower end of Internet of things
(IoT) applications. Design constructs identified as enhancements are applicable for selective
applications, may be needed to enhance specific characteristics, handle heterogeneous traffic
environments, or manage varying types of devices in the same LPWAN network. Many of
these enhancements primarily impact the access platform and not necessarily the device.
The design considerations in the table are elaborated on subsequently.

2.2.1 Traffic characteristics

Support for the varying nature of devices and traffic with differing attributes of bandwidth,
latency, size of packets, etc. drive a range of design considerations. Minimally, LPWAN tech-
nology needs to provide basic admission and user traffic management depending upon its
network access architecture. Some LPWAN technologies may send data without having to
undertake any elaborate admission activity and data bearer setup. On the other hand,
another technology may decide to go through protocol-based admission control and data
bearer set up. Basic admission and user data transmission are particularly relevant to appli-
cations where the traffic is homogeneous and limited and all devices are of same type, for
example, meters only. However, for heterogeneous devices and coexistence of varying types
of devices in the same LPWAN network, these capabilities need to be enhanced. Admission
control mechanisms may need to have the capabilities of handling congestion, selectively
blocking off admission for new traffic requests, and be able to handle admission on a priority
basis. In some applications, multiple levels of device traffic priority management may be
needed with different attributes of guaranteed and nonguaranteed bit rates for device data
bearers.
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Table 2–1 Design considerations summary for LPWAN networks.

Characteristics/requirements Design considerations Desired Enhancement

Traffic Admission and user traffic management X
Selective admission management X
Priority structure for traffic management X
Mobility X
Control plane to carry user traffic for mobility
applications

X

Capacity and densification Globally unique identifiers X
Software upgrade capabilities X
Reliable and energy-efficient communication X
Interference management X
Multichannel operation X
Software-defined radio (SDR) X
Efficient multiaccess techniques X
Access, congestion, and overload X
Utilize diversity in channel, time, space, and
hardware

X

Adaptable and high link quality X
Transmission power control X
Dynamic state and context management X

Energy-efficient operations and low-
power sources

Energy-saving modes for devices X
Media access control (MAC) support X
Lightweight MAC X
Off-load complex activities from devices to access
stations

X

Utilization of simple waveforms for transceivers X
Coverage Repeated transmissions X

Power boosting X
Interference management X
Higher sensitivity of antennas and transceivers X
Adaptive modulation rate X

Location identification Cell ID in cellular systems X
Time difference of arrival X
Satellite-based global positioning system X

Security and privacy Basic mechanisms for authentication, security,
and privacy

X

Over-the-air updates X
Authentication by personalization X
Automating posture management

Cost-effectiveness Software update capability X
Reliable and energy-efficient communication X
Simple MAC protocols and techniques X

Reduced device hardware Flexible and software reconfigurability X
Low-complexity transceiver structures X

Range of solution options Support multiple physical layers X
Hardware, software, and protocols alignments X
Multimode and multifrequency devices X

Operations, interrelationships, and
interworkings

IPv6 and constrained application protocol X
Internet Engineering Task Force IP network stack X
Service-level agreements X
Application, identity, security, and service
management models

X



For applications requiring mobility, use of control plane to carry selected data traffic may
be invoked in order to handle overload traffic conditions. For minimizing the processing
load on the devices, several capabilities, for example, support for handovers, need to be pri-
marily implemented in the access station instead of in the device.

2.2.2 Capacity and densification

From capacity viewpoint, the LPWAN technology needs to support and provision a large
number of devices in a scalable manner. A large number of devices if concentrated in a com-
paratively small geographic area result in densification issues.

Globally unique identifiers and software upgrade capabilities are needed so that each
device is uniquely addressable and scalability can be carried out without requiring physical
access to or hardware changes in the device. To maximize scalability and network capacity,
individual links need to be optimized for high link quality and reliable and energy-efficient
communication needs to be supported. For applications with device heterogeneity, standard-
ized protocols are required. Large number of devices and dense deployments of base sta-
tions also cause high levels of interference between signals from different devices. The basic
approach to reduce interference is to use frequency reuse as part of network planning. In
some instances, communication may need to be made resilient to interference by using
adaptive modulation schemes, multiple channels, and doing redundant transmissions [2].

Efficient exploitation of diversity in channel, time, space, and hardware may be used. In
some specialized applications, parallelization in transmission may need to be implemented
by taking advantage of techniques like multichannels and multiple-input multiple-output
(MIMO) configurations. As technology is advancing, software-defined radio (SDR) can be a
good option for optimizing access and performance in an efficient manner. For selected
applications where cost considerations and energy efficiency are important, such robust
techniques are optional.

In situations with a large number of devices and densification, strong and efficient multi-
access techniques are needed due to limited air resource issues and potential for cross-
technology interference. A possible multiaccess approach can be nonorthogonal multiple
access (NOMA) [3]. It may be noted that NOMA is also being considered for 5G access net-
works. NOMA can be applied to support diverse quality of service (QoS) requirements for
differing types of end devices. Using NOMA, devices can achieve multiple access by exploit-
ing power and code domains [3]. All the devices can utilize resources simultaneously.
However, this can create interdevice interference. To mitigate it, multidevice detection tech-
niques, for example, joint decoding or successive interference cancellation can be used to
retrieve the device’s signals at the receiver.

Multiple and adaptable link-level configurations may need to be supported with tradeoffs
between different performance metrics such as bandwidth, latency, error rate, etc. This
implies a need for adaptive techniques that can readjust its parameters for better perfor-
mance based on monitor link quality. Adaptive modulation schemes, selection of better
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channels to reach distances reliably, or adaptive transmission power control are some of the
techniques that can be utilized.

There is a significant need to develop novel densification approaches especially in many
proprietary solutions. Such technologies may not be able to utilize synchronization tech-
nique and well-coordinated radio resource management. The dynamic state and context
information needs to be stored for the devices in the access station and the core entities.
Managing the state information of massive number of connected devices is also an issue that
needs to be addressed.

2.2.3 Energy-efficient operations and low-power sources

Energy-efficient operations involve decreasing complexity and enabling efficient utilization of
resources. The following are some key design considerations for extending the lifetime of
devices to 101 years of operation.

For energy-efficient designs, use of multiple energy-saving low-power modes, for exam-
ple, sleep mode, is a desirable approach. Significant number of LPWAN applications involves
sending of frame sizes of the order of tens of bytes transmitted a few times per day at ultra-
low speeds [4]. The intent is to operate the nodes with extremely low duty cycle so that the
nodes will be in sleep mode most of the time. Selected high power-consuming elements
such as data transceivers may be turned off when not required. This reduces the amount of
consumed energy. Only when data are to be transmitted or received, the transceiver is to be
turned on. In case data are to be transmitted by the access station, the access station may
wait until the time of sleep has expired or it may send explicit wake-up signals.

Media access control (MAC) is particularly influential in improving resource utilization
efficiency and extending battery life. Efficient resource utilization can be done via scheduling
optimization. Efficient scheduling involves assignment of transmission resources to selected
devices with higher levels of channel quality. Another approach for extending battery life is
by harvesting energy from other sources. Natural sources, for example, wind or solar power
can be used. However, these sources may be unpredictable and unreliable. Capacitors may
be utilized to store energy from these types of alternate sources. For consistent availability of
energy, power may be derived from radio-frequency (RF) signals which transfer control and
data information. There is tradeoff between lifecycle of a battery without these enhance-
ments versus the resulting availability of additional power from the alternate sources after
you take into account the overhead of these enhancements.

Lightweight MAC protocols and techniques to off-load complexity from end devices are
some typical techniques that may be considered for energy efficiency. Use of simple media
access techniques is an example of such an approach. In order to match the range and data
rate requirements, flexible and inexpensive hardware designs are needed for implementing
multiple physical layers [3]. Each of these layers can offer complementary solutions to corre-
sponding applications.

Generally from an energy consumption perspective, communication operations consume
more energy than processing operations in end devices. Power utilization in the devices can
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be reduced by using less complex or less frequent communication mechanisms as long as
the corresponding additional processing power is still manageable. As an example, to reduce
communication overhead, sending of a large number of unformatted data can be replaced
by consolidating them into one formatted package prior to their transmission.

With the increasing number of connected LPWAN devices, additional design considera-
tions that can be explored include the use of channel diversity, opportunistic efficient spec-
trum utilization, and adaptive transmission. The use of MIMO at the LPWANs access stations
can also significantly increase the diversity gain or the data rates. Using space division multi-
plexing, the access station can boost the number of LPWAN devices that it can support.

Efficient spectrum utilization pertains to optimized usage of the overall spectrum
resources in time, frequency, bandwidth, and spatial dimensions. In many instances, spec-
trum is not fully utilized. The access station or the device can sense and identify the gaps in
spectrum usage and improve efficiency of spectrum utilization [3]. Such an approach can
also reduce cross-interference.

2.2.4 Coverage

Coverage is a critical attribute for LPWAN-based applications. There are several aspects of
coverage—reaching larger geographical area, areas around obstructions, and areas inside
buildings. Techniques to overcome issues associated with degradation of signal include
repeated transmission, boosting of transmitter power, higher sensitivity of antennas and
transceivers, and decreasing the modulation rate which increases the probability of success-
ful detection. It may be noted that similar to the scenarios for capacity, weak signals in
enhanced coverage also result in additional interference. The techniques for interference
management mentioned in handling capacity are also applicable to such situations.

Repeated transmissions entail sending the same data a defined number of times with the
same or with different error-detecting codes. The receiver processes multiple copies of the
packets received and extracts the data information. Power boosting implies increasing the
transmission power to provide higher coverage. To handle low levels of signals and increase
coverage, antenna configuration may be enhanced and receiver sensitivity can be increased.
It may be noted that lower the modulation rate, the higher is the probability of detecting bits
correctly. However, lower modulation rate also decreases the spectrum efficiency (bps/Hz),
thus reducing the data bandwidth. This may be acceptable for many applications.

2.2.5 Localization

Determining the location of the devices is an important requirement for typical IoT applica-
tions. Devices in cellular network�based infrastructure have a built-in location method
based on Cell ID. This capability is cost- and battery-effective but is usually only as accurate
as the cell site’s footprint. Time differences of arrival designs locate devices using the avail-
able infrastructure including gateways. Because gateways and cells are able to collect and
transmit timing information, the devices can be located by comparing the times the signals
arrive at multiple gateways or cells, sometimes called the triangulation scheme. It is one of
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the lowest cost solutions. Satellite-based location methods also work nicely for use cases that
are not particularly battery-sensitive.

2.2.6 Security and privacy

Security threats arise especially due to heterogeneity of and physical accessibility to devices
and the openness of the systems connected to the Internet through LPWAN wireless air
interface [5]. Risk of vulnerability to cyberattacks is particularly relevant to IoT LPWAN MTC
environments due to the massive number of devices involved. To avoid intrusion and hack-
ing, encryption of both the application payload and the network admission request needs to
be considered.

Due to cost and energy considerations, it becomes necessary for LPWAN networks to set-
tle for simpler communication protocols for authentication, security, and privacy. Over the
air as an alternative to authentication by personalization is a key facility to assure that end
devices are not exposed to any security risks over prolonged duration [6]. This may be com-
paratively expensive in proprietary LPWAN networks operating in unlicensed bands.

In many networks, strong encryption and authentication schemes such as advanced encryp-
tion suite are used for confidential data transport, Diffie-Hellman utilized for key exchange and
management, and Rivest-Shamir-Adleman are applied to authenticate digital signatures and key
transport [2]. These are based on cryptographic suites with robust protocols. Similarly, for 3rd
Generation Partnership Project (3GPP) cellular-based systems, subscription identity module�
based authentication technique provides comparatively robust protection.

Automating posture management and use of software updates to patch vulnerabilities
may be needed to isolate devices from potential attackers [4]. In order to provide protection
and to isolate the device and its application, an overlay network may need to be explored.
This provides security since the unique local addresses used in the overlay network do not
allow access from outside the overlay.

2.2.7 Reduced device hardware complexity

Reduction in hardware complexity has multiple advantages including reduction of cost,
device size reduction, and reduced power consumption.

One key area of effecting hardware simplicity is application of software reconfigurability
to radio transreceivers [2]. Radios need to be able to operate over multiple-frequency bands,
support varying types of waveforms, as well as various air interface technologies depending
upon LPWAN-related and other interfaces. They need to be reconfigured based on software
updates, without hardware changes. Moreover, SDR is considered one of the key technolo-
gies that enable the use of optimized spectrum access. The adoption of integrated circuit
technologies and low-complexity transceiver structures, such as the direct-conversion radio
(DCR) architecture [2], results in manufacturing efficiency. DCR neither requires external
intermediate frequency filters nor image rejection filter. Use of such simplification runs the
risks of RF imperfections, for example, in-phase and quadrature imbalance, phase noise, and
amplifier nonlinearities. Several digital processing techniques that may cause energy
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consumption need to be applied to minimize the negative effects. These approaches usually
require high-complexity processing, which is energy-demanding. Therefore there are trade-
offs in implementing the simplification techniques.

2.2.8 Range of solutions options

Options and flexibility of using different LPWAN technologies create competition, reduce cost,
and provide meaningful LPWAN network options to the user. For this, the hardware, software,
and protocols supported in the device need to be able to interface with multiple technologies.
The device needs to support multiple physical layers and align with the corresponding proto-
cols associated with selected LPWAN technologies. Such adaptability also extends to availabil-
ity of multiple options in terms of bandwidth and latency consistent with the application
attributes. Multimode and multifrequency operations need to be supported on the devices.
Multimode operations can interface with multiple technologies whereas multifrequency oper-
ation refers to capability of operations on multiple frequencies on the same technology.

2.2.9 Operations, interrelationships, and interworking

Proprietary and standards-based LPWAN technologies have different strengths and weaknesses
in terms of operations, coexistence, and interworking with each other. There are different chal-
lenges for the technologies operating in unlicensed and licensed bands [7]. For unlicensed
bands, flexibility and faster time-to-market are major advantages. However, the transceivers
become more complex and interference needs to be managed. Proprietary technologies also
need to adhere to regional regulations on the use of shared spectrum. These may put limits on
their operations, for example, transmitted RF power [2]. For technologies operating in licensed
bands, standardized solutions, QoS management facilities, and more robust control of the net-
work and devices are major advantages. But cost, complexities associated with acquiring and
managing the allocated spectrum, and delays in time-to-market are issues to be handled. In
either case, use of sub-GHz frequencies achieves wider coverage, better penetration into the
building and underground installation. Use of sub-GHz frequencies also leads to lower interfer-
ence and increased sensitivity, making these technologies more energy-efficient.

Traditionally, proprietary technologies optimize their costs by using customized imple-
mentations and lean and thin proprietary protocols. As competitiveness, portable services,
availability of options to the users of multiple technologies, and utilization of common inter-
faces become more important, customized and simple protocols need to be replaced by
standardized ones. Typically, communication based on Internet protocol (IP) between net-
work server applications and the end devices becomes the interface of choice. This allows
portable and more generic implementations based on IPv6 and constrained application pro-
tocol (CoAP) [8]. To incorporate simplicity, diverse radio technologies may need to exploit
compressed form of IPv6 and CoAP. LPWAN device implementation requires small frame
size due to their very low data rates. So traditional compression techniques that rely on octet
or two available to signal both IP and CoAP may not be appropriate. The higher-level
Internet Engineering Task Force (IETF) stack structure can also be used. This involves trade-
offs with cost and simplicity as well.
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Cross-technology interference also influences the performance of LPWAN technologies.
Therefore, service-level agreements need to be put in place especially for unlicensed band
operations.

Interoperability between heterogeneous technologies is crucial to the long-term viability
of LPWAN technologies. The issues mentioned in the previous paragraph also need to be
addressed when it comes to interoperability. Again, standardized design structures and pro-
tocols become an imperative. In addition, the emergence of new communication technolo-
gies introduces many integration challenges including alignment of common practices,
service descriptions, standards, and discovery mechanisms. This creates incompatibilities
and does not allow interworking. Common application, identity, security, and service man-
agement models need to be utilized by any LPWAN technology desiring to work with others.
For the technologies, this has impact primarily on the physical and MAC layers in addition
to work related to adherence to IP and IETF standards for higher layers.

2.3 Internet of things/low-power wide-area network layer
model

IoT is considered as the third wave of the Internet after static web pages and social
networking-based web. It uses IP to connect different types of sensors and objects worldwide
[9]. In the last few years, different layered architectures have been proposed by different
researchers. However, there is no consensus on a single globally agreed architecture for IoT.
A generic four-layer model for IoT is shown in Fig. 2�1.

Like Transmission Control Protocol/IP protocol stack, the bottom layer, sometimes called as
sensing and identification layer, is a physical layer that is mainly responsible for integrating
hardware such as sensors, objects, actuators, etc. This layer is called as IoT perception layer.
The IoT devices include remote sensor nodes, information collection devices, smart meters,
smart devices, and intelligent electronic devices. This layer collects information from IoT
devices and transmits the collected data to a network infrastructure layer. It also has capabilities
to connect to different access stations and core entities of the networks. It performs modula-
tion/demodulation, power control, transmission and reception of the signals. For LPWAN net-
works, some of the technologies have proprietary physical layer, for example, LoRa and Sigfox.
Above the physical layer, there is network infrastructure layer for providing networking support
and data transfer over wired and wireless networks. There can be one or two such layers, for
example, data link and network, depending on the type of networks. For star topology architec-
tures, data link layer comprising MAC and logical link control (LLC) sublayers is sufficient.
However, whenever data are to be sent to a server on the cloud, network layer with a capability
of routing the packets on the Internet is required based on IP. For LPWAN technologies, gener-
ally MAC/LLC is defined for single-hop networks based on star topology. For communications
on the Internet, there is a wide range of implementations. Some systems may use all the princi-
pal layers of open system interconnection (OSI) reference model—transport, session, presenta-
tion, and application whereas others may use selected layers, for example, transport and
application.
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For IoT applications, the network layer can be wired or wireless. Depending on the type
of IoT devices, appropriate communication network is used. As an example, ZigBee is used
by sensor nodes in order to transmit the collected data wirelessly for very short distances.
The remote communication network layer can also be wired or wireless. For wired connec-
tions, optical networking may be used. For wireless connectivity, use can be made of 2G, 3G,
long-term evolution (LTE), or LPWANs.

The next layer above the network infrastructure layer is defined as information or service
processing layer. It is responsible for managing the services as per the customer needs.
Primary responsibilities include information analytics, security control, process modeling,
and device control.

The application layer has integrated applications and provides interaction methods for
users and applications. In several cases, support sublayers are added for special needs such
as edge/fog computing and cloud computing [10]. Similar layers can be added and used on
LPWAN gateway and server side.

2.4 Low-power wide-area network topologies
and architecture

This section summarizes the topologies applicable to LPWAN networks and the architectural
framework associated with them. Proprietary and standards-based LPWAN solutions use a

FIGURE 2–1 IoT four-layer model.
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set of topologies geared toward the applications they serve and the set of requirements they
want to focus on. From topology viewpoint, LPWAN networks can be classified into two
major groups—star and mesh. A selected technology can be configured into either of these
groups if it is equipped with the designs needed for the topology and if deployment facilities
exist to support it. Cellular technologies are generally versatile in this respect, and they also
support mobility. There is a set of basic entities that form the architecture for LPWAN net-
works. Typical architectures are covered subsequently in this section.

2.4.1 Low-power wide-area network topologies

Prominent topologies are star and mesh. Generally, star or star-on-star topology is preferred
for LPWAN over mesh network for preserving battery power and increasing the communica-
tion range. LPWAN’s long-range connectivity allows such single-hop networks access to a
large number of nodes, thus reducing the cost. From coverage viewpoint, traditional wireless
sensor technologies such as ZigBee, Bluetooth, and Wi-Fi are not designed for wide coverage
and hence are not directly applicable as LPWAN technologies.

The simplest form of wireless network topology is a point-to-point network in which
nodes communicate directly with a central node. It is often used for remote monitoring
applications and can be useful in hazardous environments where running wires is difficult or
dangerous. Such LPWAN technologies support a star topology, as shown in Fig. 2�2A. A star
network consists of one gateway node to which all other nodes connect. Nodes can only
communicate with each other via the gateway. Node messages are relayed to a central server
via gateways. Each end node transmits the messages to one or multiple gateways. The gate-
way forwards the messages to the network server where redundancy, errors, and security
checks are performed. Star networks are fast and reliable because of their single-hop feature.
Faulty nodes can also be easily identified and isolated. But, if the gateway fails, all the nodes
connected to it become unreachable. Since the end node sends messages to multiple gate-
ways, there is no need for gateway-to-gateway communication. This simplifies the design as
compared to networks where the end nodes are mobile.

Mesh topology network consists of a gateway node, sensor nodes, and sensor-cum-
routing nodes connected, as shown in Fig. 2�2B.

FIGURE 2–2 (A) Star topology. (B) Mesh network topology.
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All the nodes can connect directly to each other in a full mesh topology. In a partial mesh
topology, some nodes are connected to some of the others, but others are only connected to
those with which they exchange the most messages with.

Mesh networks have several advantages such as availability of multiple routes for reach-
ability, simultaneous up/downstream transmissions, easy scalability of the network, and
capability of self-healing. These networks have some disadvantages including complexity due
to redundant nodes, added latency because of multihop communication, and increase in
cost. Redundancy of nodes also compromises the energy efficiency of the network.

2.4.2 Major architectures in low-power wide-area network technologies

The basic LPWAN architecture requires wireless access and connectivity to the Internet and
cloud.

Based on the varying range of desirable and enhancement design constructs summarized
in Table 2�1 and varied levels of layer operations proposed in Fig. 2�1, a specific LPWAN
technology may require a selected set of architectural entities as shown in Fig. 2�3.

The basic function of an LPWAN device is to collect data and respond to inputs from the
LPWAN network. Collected data are sent on a specific radio link to the wireless access station
and on to the IoT network. The access station provides the radio link for device management
and device traffic exchange. It maintains the integrity of the radio link by handling
acceptable bit error rates, admissions, security, etc. The access station interfaces with the
gateway/concentrator, in some instances as also called a core. There are different implemen-
tations depending upon proprietary or standards-based LPWAN technology being consid-
ered. The core is responsible for handling control and user plane traffic. It provides a
conduit for information exchange between the access station and the IoT network and trans-
lation between the protocols supported by the access station on one side and by the network
on the other. Depending upon the technology, a concentrator may provide edge computing

FIGURE 2–3 Typical LPWAN network entities.
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and storage facilities to off-load the cloud. Because of its relative proximity to the end
devices, this is particularly applicable to cases where device requires real-time support with
low latency. For selected LPWAN technologies, the core may provide robust admission, pri-
ority treatment, and mobility support if applicable. LPWAN server is responsible for provi-
sioning, registering, and operations for the LPWAN entities. It may also share or augment
core functionalities such as routing of traffic, security, and priority handling with the core.
The application servers and the cloud support the LPWAN network in carrying out the man-
agement of the database that contains the messages received from all the connected objects.
It may use big data analytics to analyze and act upon the data.

2.4.3 Mixed hybrid architectures

The basic architecture mentioned in Section 2.4.2 provides direct device connectivity to the
access station associated with the LPWAN technology. There are other access configurations
also being considered. Two such prominent ones are discussed in the following.

Fig. 2�4 shows architecture wherein the primary connectivity to a device is provided by
different access technologies such as ZigBee, Wi-Fi, etc. The corresponding gateway inter-
faces with the access point of an LPWAN network. This is particularly relevant for cellular
LPWAN networks.

Another architecture that uses multiple LPWAN networks for providing a range of inter-
faces to end devices [11] is shown in Fig. 2�5. It shows an example where devices have

FIGURE 2–4 A generalized cellular-type architecture.
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access to both LoRa and Sigfox systems. Such multitechnology resident hybrid networks are
particularly relevant for complex applications requiring different LPWAN technologies. Each
LPWAN technology collects the data from the devices and nodes located in their coverage
areas. The corresponding base or access stations are deployed consistent with their coverage
area. The LPWAN gateway or nodes can communicate the user traffic data to the core net-
work and the cloud. In such mixed architecture, the associated network server or core net-
work entities perform the functions of device management such as registration,
authentication, resource allocation, and data traffic management to the devices connected to
their network.

New approaches and architectures based on artificial intelligence (AI) to create cognitive-
LPWAN solutions are also being studied [12]. These approaches have led to a powerful cog-
nitive computing ability to support advanced communication, handle heterogeneous IoT
applications, and enable software-defined networking. Cognitive LPWANs support coexis-
tence and interworking of a mix of a variety of LPWA technologies and provide users more
efficient and convenient intelligent services. It has several applications including smart cities,

FIGURE 2–5 Proposed IoT mixed architecture.
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green IoT, general heterogeneous networks, as well as AI applications such as smart home,
health monitoring, automatic driving, and emotional interaction.

2.5 Introduction to proprietary and standards-based
solutions

As mentioned in Chapter 1, Introduction to low-power wide-area networks, the major
LPWAN solutions can be classified into two categories—proprietary and standards-based. In
the following, the major LPWAN technologies are introduced.

2.5.1 Proprietary technologies

2.5.1.1 Sigfox
Sigfox [13] is a proprietary ultra-narrowband LPWAN technology that uses a slow modulation
rate to achieve longer range. Initially, Sigfox supported only unidirectional uplink communi-
cation, that is, between the sensor devices to the aggregator with differential binary phase-
shift keying (DBPSK) modulation. The later releases support bidirectional communication
where Gaussian frequency-shift keying (GFSK) modulation is used for downlink. This ultra-
narrowband feature of Sigfox allows the receiver to only listen in a tiny slice of the spectrum
so that the effect of noise can be mitigated. Like LoRa, Sigfox also uses unlicensed industrial,
scientific, and medical (ISM) bands. Sigfox has inexpensive sensor devices and cognitive
SDR-based access stations to manage the network and for Internet connectivity. Sigfox sup-
ports very low data rate compared to other LPWAN technologies. To provide reliability,
Sigfox transmits the message multiple times, resulting in high energy consumption. One of
the main differences between Sigfox and LoRa is business distinction. Sigfox is deployed by
network operators and the users need to pay the subscription charges, whereas LoRa can be
deployed as an own independent network with no subscription charges. Sigfox gateway can
handle up to a million connected objects, with a coverage area of 30�50 km in rural areas
and 3�10 km in urban areas [14].

2.5.1.2 Ingenu
Ingenu is based on the proprietary random phase multiple access technique with more flexi-
ble spectrum regulations, allowing higher throughput and capacity [15]. The solution is pro-
prietary in the sense that the company is the sole developer and manufacturer of the
hardware. It uses direct sequence spread spectrum technique with a peak data rate of up to
80 kbps. Ingenu operates in the 2.4 GHz band, which gives it a shorter range than Sigfox and
LoRa, and also encounters more propagation loss from obstructions, such as water or packed
earth. 2.4 GHz band is widely used by many other personal and local area network technolo-
gies such as Wi-Fi, Bluetooth, and ZigBee, making it more congested, and hence results in
an increase in the interference level. It offers low-power, low-cost, robust, and bidirectional
communication. To add reliability to the transmission, it provides acknowledged transmis-
sion. As it has higher data transmission rates, the power consumption is more than Sigfox
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and LoRa. Ingenu was originally designed and focused on applications in utility, oil, and gas
sectors. Nowadays, it is being proposed for a diverse range of applications such as smart city,
agriculture, asset tracking, fleet management, smart grids, among others.

2.5.1.3 Telensa
Telensa is ultra-narrowband LPWAN technology. It works in 868 and 915 MHz unlicensed
ISM bands. It has bidirectional communication capabilities, and hence it can be used for
monitoring as well as for control. It has central management system (CMS) called Telensa
PLANet, which is used for end-to-end operations adopted for an intelligent street lighting
system. It consists of wireless nodes connecting individual lights in a dedicated network [16].
CMS reduces overall energy consumption and maintenance costs through its automatic fault
detection system. These sensor nodes on the street light poles can be used for gathering the
data of various parameters such as pollution, noise level, temperature, humidity, and radia-
tion level, as required in the smart city applications. One Telensa base station can control
5000 nodes with low power for around 2 km in urban and 4 km in rural areas. It supports
integration with support services such as asset management, metering, and billing systems.
Telensa is presently available in more than 30 countries worldwide.

2.5.1.4 Qowisio
Qowisio is an ultra-narrowband, dual-mode technology for LPWAN applications. It is com-
patible with LoRa and provides technological choices and flexibility to the end-users [17]. It
offers connectivity as a service to the end-users by providing the end devices and deploying
the network infrastructure, developing customized applications, and hosting them at a back-
end cloud. Qowisio has a full range of intelligent devices, supporting different applications
such as asset management, perimeter control, motion detection, lighting, environment
parameter monitoring, energy and power monitoring, tracking, and several others.

2.5.1.5 Nwave
Nwave LPWAN is primarily a solution developed by nWave [18] for smart parking systems.
This ultra-narrowband technology is also based on sub-1 GHz unlicensed ISM band opera-
tion. It claims long range and high node density as compared to Sigfox and LoRa at the cost
of higher power consumption. It works in a star topology and supports mobility of the nodes.
nWave end node transmits power from 25 to 100 mW, thus covering longer distance for a
data rate of up to 100 bps. It also claims coverage of up to 7 km and 8 years for inbuilt node
battery. It has its own real-time data collection and management software system for moni-
toring and control.

2.5.2 Standards-based technologies

2.5.2.1 LoRa and LoRaWAN
LoRa is a physical layer technology that works in unlicensed sub-GHz ISM band and is based
on chirped spread spectrum (CSS) technique [7]. CSS is a wideband linear frequency
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modulation in which carrier frequency varies for the defined extent of time. LoRa works on
pure ALOHA principles and supports different ISM frequencies, namely 868 (Europe), 915
(North America), and 433 MHz (Asia). It is basically single-hop technology, which relays the
messages received from LoRa sensor nodes to the central server via gateways. The data
transmission rate supported by LoRa varies from 300 bps to 50 kbps, depending on spread-
ing factor (SF) and channel bandwidth settings. LoRa transmissions with different SFs are
quasiorthogonal [10] and allow multiple transmissions with different SFs simultaneously. To
support LoRa on Internet, LoRa alliance has developed long-range wide-area network
(LoRaWAN) [8], which includes the network and upper layer functionalities. LoRaWAN pro-
vides three classes of end devices to address the different requirements of a wide range of
IoT applications, for example, latency requirements. LoRa is one of the best candidates for
long-distance and low-power transmissions.

2.5.2.2 Weightless
Weightless Special Interest Group (Weightless-SIG) proposed Weightless, an open standard
offering LPWAN connectivity. There are three versions of weightless: Weightless-W,
Weightless-N, and Weightless-P. Weightless-W is designed to operate in TV white space
(TVWS) spectrum (470�790 MHz band), and it has better signal propagation as compare to
Weightless-N and P. It supports a wide range of spreading codes and modulation techniques
such as DBPSK and quadrature amplitude modulation. The data packet size can be up to
10 bytes with throughput ranging from 1 kbps to 10 Mbps, subject to link budget and other
settings [19]. To enhance the energy efficiency, the end nodes communicate to the gateway
with a narrow spectrum and at low power. Since the use of TVWS is not permitted in many
countries, Weightless-SIG has introduced two other variations, namely Weightless-N and
Weightless-P. Weightless-N (nWave) is similar to Sigfox and uses slotted ALOHA in the
unlicensed band, supporting only unidirectional communication for end devices to the base
station. It achieves a communication range of up to 3 km with a maximum data rate of
100 kbps. Weightless-P uses Gaussian minimum shift keying (GMSK) and quadrature phase-
shift keying (QPSK) in the unlicensed band and offers bidirectional communication with
support for acknowledgments. It achieves a data rate of around 100 kbps and has a compara-
tively shorter communication range (2 km) and shorter battery lifetime.

2.5.2.3 Narrowband Internet of things
Narrowband IoT (NB-IoT) is a 3GPP Release 13 LPWAN technology offering flexibility of
deployment by allowing the use of a small portion of the available spectrum in the LTE
band. As a 3GPP technology, NB-IoT can coexist with global system for mobile communica-
tions (GSM) and LTE in licensed frequency bands of 700, 800, and 900 MHz. It supports bidi-
rectional communication where orthogonal frequency-division multiple access (OFDMA) is
used for downlink, and single-carrier frequency-division multiple access is used for uplink
[20]. It connects up to 50k devices per cell and requires a minimum of 180 kHz of bandwidth
to establish communication. NB-IoT can also be deployed as a standalone carrier with a
spectrum of more than 180 kHz within the LTE physical resource block. NB-IoT is designed
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by optimizing and reducing the functionalities of LTE so that it can be used for infrequent
data transmissions and with low power requirements. The data rate supported is 200 kbps
for downlink and 20 kbps for uplink. The maximum payload size for each message is
1600 bytes.

2.5.2.4 LTE-M
Long Term Evolution—Machine Type Communications (LTE-M) is also a 3GPP standard-
based technology and operates in the licensed LTE spectrum. It is compatible with LTE net-
works and provides connection for MTC-type traffic. Also, migration path from legacy 2G
and 3G networks is available. It provides extended coverage as compared to LTE networks,
coverage for MTC applications similar to 5G Networks, and offers a seamless path toward 5G
MTC solution [20]. LTE-M is focused on providing variable data rates and support for both
real-time and nonreal-time applications. It supports low-latency applications, as well as
deferred traffic applications that can operate with latencies in a few seconds range. It has
low power requirements and supports operations ranging from low bandwidth to bandwidth
as high as 1 Mbps. Also, it supports devices with a very wide range of message sizes. Since it
is derived from LTE as a base, mobility is supported as part of standard LTE functionality but
not in extended coverage scenarios. It is software upgradable from LTE. Its capacity is up to
100,0001 devices per base station for applications where devices have very low data
throughput requirements.

2.5.2.5 DASH7
DASH7, also known as DASH 7 Alliance Protocol, was developed for wireless sensor and
actuator communications and is originated from ISO 18000-7 standard. An extension of
active radio-frequency identification technology, DASH7 is a low-power long-range ISM
band technology primarily operated at 433 MHz. However, it also supports communication
with other bands at 868 and 915 MHz [16]. It uses two-level GFSK modulation with a channel
bandwidth of 25 or 200 kHz along with data whitening and forward error correction features.
It has a tiny open-source protocol stack, supporting multiyear battery life, low latency, and
more flexibility. It is used for low-rate bursty data traffic of up to 167 kbps. DASH7 supports
multihop communication and mobility of nodes up to a range of 2 km. The architecture
comprises of endpoints, subcontrollers, and gateways. Endpoint nodes follow a strict duty
cycle schedule, while subcontrollers collect the data packets from the endpoint nodes with
some sleep cycles and low power restrictions. Gateways are continuously active to collect the
packets from subcontrollers and endpoints and then send them to server. DASH7 supports
tree topology in the presence of subcontrollers or star in the presence of the endpoints.

2.5.2.6 NB-Fi
Narrowband fidelity (NB-Fi) LPWAN technology is designed for the narrowband, low-power,
and long-range bidirectional MTC applications [16]. This solution is designed by
WAVIoT�an infrastructure as a solution LPWAN provider. It works in 868 and 915 MHz
unlicensed ISM bands as well as other sub-GHz unlicensed spectra. NB-Fi is an open,
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full-stack protocol with all the seven layers of OSI reference model for robust, reliable, and
energy-efficient sensor communication. To achieve improved spectral efficiency and perfor-
mance in the narrow bands, it employs the smart and optimized spectrum utilization algo-
rithms based on SDR technology, neural, and AI techniques. NB-Fi has decentralized
architecture allowing base stations to perform significant operations, making it more robust
and reliable in the case of network failure. It is a highly scalable solution in which one NB-Fi
base station can support up to 2 million sensor nodes. As a sub-1 GHz ISM bands are
crowded, the gateways are designed to work with an interference avoidance algorithm. NB-Fi
provides coverage of up to 10 km in urban areas and up to 30 km in rural areas.

2.5.2.7 Enhanced coverage�global system for mobile Internet of things
Enhanced coverage�global system for mobile Internet of things (EC-GSM-IoT), developed
by 3GPP is one of the promising candidates for low-power, long-range cellular IoT (cIoT) for
providing similar coverage and battery life to NB-IoT [21]. It is based on enhanced General
Packet Radi Service (GPRS) and designed for scalable, low-complex LPWAN applications. As
the majority of current cIoT devices are based on GPRS/Enhanced Data rates for GSM
Evolution (EDGE) to connect to the Internet, EC-GSM-IoT provides an easy path to improve
energy efficiency and a 20 dB coverage improvement. It is optimized and improved by means
of software upgrades to GPRS/EDGE networks and also to support new devices. The traffic of
legacy GSM devices and EC-GSM-IoT is multiplexed on the same physical channels without
much compromise of the performance of the legacy traffic. The bandwidth of EC-GSM-IoT
channel is 200 kHz. Like GSM, it is FDMA1Time Division Multiple Access1 Frequency
Division Duplex technology, supporting peak data rates of 70 and 240 kbps based on GMSK
and 8-Phase Shiforce Keying, respectively. EC-GSM-IoT provides multifold improvement in
the coverage for low-rate applications. It also has an ability to reach challenging locations
such as deep indoor basements, where many smart meters and parking sensors are installed,
or remote areas in which sensors are deployed for agriculture or infrastructure monitoring
use cases [22]. The important features of physical layer include new logical channels, repeti-
tions to provide necessary robustness to support up to 164 dB maximum coupling loss, and
the use of overlay CDMA to increase cell capacity.

2.5.2.8 IEEE 802.15.4k
This standard is developed by IEEE 802.15.4k Task Group (TG4k) for low-energy critical
infrastructure monitoring applications. It works in unlicensed sub-GHz and 2.4 GHz ISM
bands with multiple discrete channel bandwidths ranging from 100 kHz to 1 MHz [2]. It uses
direct sequence spread spectrum and frequency-shift keying (FSK) at the physical layer. The
MAC is based on carrier sense multiple access/collision avoidance (CSMA/CA) and works
with three different approaches, namely without priority channel access (PCA), CSMA, and
ALOHA with PCA. With PCA, the end devices and base stations can prioritize their traffic in
accessing the medium. It supports star topology and has the capability to exchange messages
asynchronously. It supports the peak data rate of up to 128 kbps and a maximum coverage
of 5 km.
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2.5.2.9 IEEE 802.15.4g
IEEE 802.15 WPAN Task Group 4g (TG4g) has proposed this standard to extend the short
range of IEEE 802.15.4 base standard for smart utility networks. It defines three physical
layers based on FSK, OFDMA, and offset QPSK (OQPSK). Except for operation in one
licensed band used in the United States, it is mostly operated in unlicensed sub-GHz and
2.4 GHz ISM band [2]. It gives coverage of several kilometers. The data rates supported are
from 40 kbps to 1 Mbps depending on the physical layer and region in which it is operated.
It works on the principle of CSMA/CA and supports star, mesh, and other topologies.
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3.1 Technical overview of LoRaWAN specifications
As the Internet of Things (IoT) began to mature, the need for a long-range, low-power
connectivity standard started to impede its growth. Whereas the short-range, low-power
device market is already being addressed by technologies such as Bluetooth Low Energy and
Zigbee, and the long-range (but not low-power) device market is being addressed by cellular
technologies, the long-range, low-power market has been left to proprietary technologies. As
the IoT demands low-cost interoperable solutions more than any other communication field,
the need for a standard-based open technology emerged. This gave rise to LoRaWAN.1

LoRaWAN is an end-to-end wireless system architecture that provides a low-power, long-
range, low-cost, secure, and scalable connectivity solution to public operators and private
networks for a wide range of IoT use cases. The LoRaWAN architecture uses the spread spec-
trum modulation-based LoRa physical layer and defines several protocols to create an end-
to-end system.

LoRaWAN enables end devices to operate on small batteries for up to 10 years, for which
it uses radio gateways with a range of up to 30 miles in rural areas. It is able to penetrate
dense urban as well as deep indoor environments. LoRaWAN is based on the 128-bit
Advanced Encryption Standard (AES128) to ensure full network security, including mutual
end-point authentication, data origin authentication, replay and integrity protection, and pri-
vacy. It enables GPS-free location applications thanks to its spread spectrum and fine time-
stamping capability. Its use of industrial, scientific, and medical (ISM) radio bands allows
high-capacity (millions of messages per gateway), low-cost operation and highly optimized

1 LoRa Alliance is a mark used under license from the LoRa Alliance. LoRaWAN is a mark used under license
from the LoRa Alliance. The LoRa Mark is a trademark of Semtech Corporation or its subsidiaries.
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ground-up design that is driven specifically by IoT requirements. It also relies on the avail-
ability of open standards and an open ecosystem.

The system architecture and protocols are being developed by the LoRa Alliance (LoRa-
Alliance.org), an open, nonprofit association with a large and ever-growing ecosystem
spanning a wide range of players from chip makers to cloud providers. The LoRa Alliance
facilitates the production of interoperability specifications that are publicly available and free
of charge, a certification program to support the proliferation of high-quality and interopera-
ble devices, and technology marketing.

The first specification developed by the LoRa Alliance, which also forms the core of the
architecture, is the LoRaWAN link-layer specification [1] that describes the layer residing
above the LoRa physical layer and below the application layer between the end device and
the network. This link layer, which acts as an over-the-air transport, ensures that end devices
can send and receive application-layer payloads to and from the network.

The LoRaWAN link-layer specification prior to Version 1.0.2 included the physical-layer
parameters that vary across regulatory regions, such as channel frequencies, transmission
power, and data rates. Later, the LoRa Alliance separated these specifications into a dedi-
cated document of regional parameters [2] that can evolve in response to regulatory changes
and the addition of new regions.

As the LoRaWAN architecture evolved, the LoRaWAN backend interface specifications
were subsequently introduced [3]. As networks started to become available around the
world, the next logical step was to make these networks collaborate by establishing mutual
roaming capabilities. Integrating radio access networks across multiple LoRaWAN networks
required an interoperable interface among their core networks. Furthermore, to facilitate
device provisioning, LoRaWAN core networks also evolved to externalize the entity that can
store the long-term credentials of devices while allowing them to be activated on any net-
work in the world. The backend interface specifications describe the protocols needed for
roaming and activation to be performed across separate administrative domains that use
platforms from various independent vendors.

One of the key enablers of achieving low-cost devices is the ability to deploy them
once and then not having to deal with them for 5�10 years. Software installed on these
devices, whether in the application stack or the firmware, requires updates for the obvious
reasons of delivering new features and bug fixes. For that reason, it is critical for IoT
devices to have an over-the-air firmware update mechanism. LoRaWAN’s firmware update
over-the-air (FUOTA) feature is based on two specifications, one for downlink fragmenta-
tion [4] and the other for multicast management [5]. These specifications define a secure,
reliable, and efficient mechanism to transport large files simultaneously to a set of devices.
Reliance on simultaneous forward error correction and physical broadcasting has been a
key element of achieving these features under the constraints of ISM band regulations.
Fragmentation and multicast protocols have been defined at the application layer (i.e.,
above the link layer) in order for them to be applicable to legacy versions of LoRaWAN
link layers.
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The LoRaWAN architecture has been expanded to include application stacks. Instead of
developing yet another application stack, the LoRa Alliance chose to take popular stacks,
such as the Zigbee Cluster Library, device language message specification (DLMS), Wireless
M-Bus and ModBus, and adapt them by reducing nonessential options and using efficient
encoding (i.e., compression) to match message flows and payloads within the constraints of
ISM band use. Adaptation of DLMS also lent support to IETF’s SCHC protocol, which clears
the way to supporting Internet protocol (IP)-based applications.

Fig. 3�1 depicts the various network elements that make up the LoRaWAN network
architecture as well as the protocols and specifications to support it. Starting from a single
specification (the link layer), the LoRaWAN design has been growing on several fronts. The
LoRa Alliance pays special attention to keeping complexity as low as possible, while being
able to address evolving market needs. The constraints posed by low-power wide-area net-
work (LPWAN) applications and ISM band use are unique and challenging. A ground-up
design following a solid design philosophy is a must for the success of any LPWAN system
architecture. Open standards backed by open-source implementations and low-cost hard-
ware are also essential tools for this purpose. The LoRa Alliance has excelled in leveraging
these elements to build a future-proof technology while nurturing an ever-growing ecosys-
tem around it. IoT is an ecosystem play, and both LoRaWAN technology and the LoRa
Alliance are open to new contributions to drive this effort forward.

3.2 LoRaWAN link layer
LoRaWAN networks are laid out in a star-of-stars topology in which gateways relay packets
between devices and a central network server (NS) (see Fig. 3�2). The NS, in turn, routes
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FIGURE 3–1 LoRaWAN architecture and protocols.
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packets received by network gateways to an associated application server and vice versa.
Communication is generally bidirectional, although uplink communication from a device to
the network and application servers is expected to be the predominant traffic. Moreover,
uplinks can be received by multiple gateways, that is, there is no fixed association between
devices and gateways.

Communication between devices and gateways uses single-hop LoRa or frequency-shift
keying (FSK) radio transmissions, whereas LoRa transmissions are distributed over various
frequency channels and data rates. Selecting the data rate, which ranges from 0.3 to 50 kbps,
is a trade-off between communication range and packet transmission duration. Lower data
rates have a longer range but consume more airtime. Communications with different data
rates do not interfere with each other. To maximize both the battery life of devices and the
overall network capacity, the LoRaWAN network infrastructure can manage the data rate and
radio-frequency (RF) output power for each device individually by means of an adaptive
data rate (ADR) scheme as illustrated in Fig. 3�3. Depending on gateway distribution, ADR
may also allow the network to influence the number of gateways receiving uplinks from a
device and thereby its connectivity degree (receive redundancy).

Devices may transmit over any available channel at any time using any available data
rate, as long as the following rules are observed:

1. The device changes channels in a pseudo-random fashion for every radio transmission.
The resulting frequency diversity makes the system more robust to interferences.

2. The device respects the maximum transmit duty cycle relative to the subband in which it
is operating and compliant with local regulations.
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3. The device respects the maximum transmit duration (or dwell time) relative to the
subband in which it is operating and compliant with local regulations.

Maximum transmit duty cycle and dwell time per subband are region-specific and
defined in the LoRaWAN Regional Parameters specification together with further regulatory
requirements such as listen before talk (LBT) where applicable.

For secure radio transmissions, the LoRaWAN protocol relies on symmetric cryptography
using session keys derived from device-specific root keys. In the backend, the device’s root
keys and the associated key derivation operations are stored by a join server (JS) during an
over-the-air activation procedure. Alternatively, device-specific session keys may be manu-
factured directly into the device, known as activation by personalization.

LoRaWAN devices generally follow an ALOHA-type communication pattern, where
devices may operate in one of the following three classes as shown in Fig. 3�4.

Class A: Bidirectional devices. Class A devices allow bidirectional communication,
whereby each device’s uplink transmission is followed by two short downlink receive win-
dows. The transmission slot scheduled by the device is based on its own communication
needs with a small variation on a random time basis (ALOHA-type protocol). Class A
operation is the lowest power device system for applications that require only downlink
communication from the NS shortly after the device has sent an uplink transmission.
Downlink communications from the NS at any other time must wait until the next sched-
uled uplink.

FIGURE 3–3 Data rates as a function of communication range and packet transmission duration.
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Class B: Bidirectional devices with scheduled receive slots. Class B devices allow more
receive slots. In addition to Class A random receive windows, Class B devices open further
receive windows at scheduled times. In order for the device to open its receive window at
the scheduled time, it receives a time-synchronized beacon from a gateway.

Class C: Bidirectional devices with maximum receive slots. Class C devices have nearly
continuously open receive windows that close only when transmitting. They use more power
than Class A or Class B devices, but feature the lowest latency for server-to-end-device
communication.

Note that devices may switch from Class A to Class B operation mode and vice versa as
needed.

3.3 Scaling LoRaWAN networks
IoT devices are projected to outnumber human-centric devices such as cell phones 10- to
100-fold by 2025. To accommodate this trend, the capacity and scaling of LoRaWAN deploy-
ments have been a topic of investigation both within academia and industry. Several recent
publications have presented initial results regarding LoRaWAN capacity [6�8]. We have
extended the methodology, in particular LoRaSim [9], to provide quantitative hindsight on
the behavior of a LoRaWAN network as network usage scales and the network is densified.

3.3.1 LoRaWAN star topology with receive diversity is the key to scaling
in an unlicensed spectrum

LoRaWAN deployments use a star topology with a frequency reuse factor of 1. This simplifies
network deployment and ongoing densification because there is no need for frequency
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pattern planning or reshuffling as more gateways are added to the infrastructure. It also facil-
itates seamless collaboration between public and private networks.

Compared to mesh technologies, the single-hop-to-network infrastructure minimizes
power consumption because nodes do not have to relay communication from other nodes.
Another advantage is that initial network deployment in sparse mode with low node density
is possible, compared with a mesh that requires minimum node density.

However, the most important design feature of LoRaWAN is its receive diversity. As usage
of unlicensed spectra grows, background radio noise known as the “noise floor” is increas-
ing. Some experts predict that unlicensed networks will inevitably face increasing packet loss
and therefore cannot guarantee quality of service (QoS) in the long term. But this is not in
fact inevitable. LoRaWAN networks can adapt to noise by leveraging multiple reception gate-
ways operating simultaneously for each end device. LoRaWAN networks uplink messages
that can be received by any gateway (RX macro-diversity). Such uplink macro-diversity sig-
nificantly improves network capacity and QoS because it is very unlikely that destructive
interference will occur at all antennas simultaneously. As a result, LoRaWAN networks are
expected to cope with increasing noise much better than earlier mesh networks, where each
node is managed by only one next-hop receiver at a time, and which, on the contrary, suffer
catastrophic degradation due to the cumulative effect of increasing packet loss at each hop,
as shown in Fig. 3�5.

3.3.2 Role of adaptive data rate

LoRaWAN also supports ADR, which allows NS to change dynamically the parameters of
end devices such as transmit power, frequency list, spreading factor, and uplink repeat
rate. Careful adjustment of transmission power is necessary not only to ensure that
devices will use the lowest power necessary to communicate with the gateway, but also to
minimize unnecessary noise for adjacent radio cells, and thus prevent the closest devices
from having a shadowing effect on devices located at the cell edge. This is known as the
far-near effect.

The spreading factor defines the relation between symbol rate and chip rate. A higher
spreading factor increases sensitivity and range, but also prolongs the airtime of a packet
and will likely raise the risk of a collision. LoRaWAN uses six different orthogonal spreading
factors numbered 7�12.

To minimize device energy consumption and airtime, an NS will try to maximize the data
rate for a given link budget between device and best antenna, while preserving a minimum
level of macro-diversity, for instance, when the network also provides geolocation services.
A given message transmission may be repeated while varying the channel (carrier frequency)
at each transmission to offer frequency diversity. Such repetitions not only prolong airtime,
but also make reception much more robust in the presence of impediments such as channel
interference and collisions. Finding the best combination of repetition, data rate, and trans-
mit power is a complex optimization process, which was our main motivation for building
simulation models.
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3.3.3 LoRaWAN network capacity and scaling

The Okumura�Hata model is the radio propagation model to simulate results as pictured in
Fig. 3�6. It is valid for deployments for which the base station is installed at high outdoor
locations compared to the height of surrounding buildings. Devices are assumed to have a
0 dBi antenna, which is typical for small devices. Our simulation uses 16 channels and tar-
gets a 10% packet error rate. Fig. 3�6 shows the random position of devices and color coding
for their optimal spreading factor in a hexagonal network.

Fig. 3�7 shows the maximum capacity results for the network and a single cell. It con-
firms that capacity scales easily with the density of network gateways.

These results show that the future of LoRaWAN networks, particularly in urban environ-
ments where the noise floor is expected to rise due to increased traffic, is going toward
microcellular networks, for example, with receivers integrated in triple-play modems. Macro-
diversity provides not only higher capacity, see Fig. 3�8, but also greater resilience to inter-
ference and lower power consumption for end devices.

LoRaWAN provides a horizontal connectivity solution to address the wide-ranging needs
of IoT applications for LPWAN deployments. However, these benefits are only possible with
intelligent NS algorithms proprietary to network solution vendors.

3.4 LoRaWAN regional parameters
A LoRaWAN device or network uses unlicensed ISM bands. Therefore for a device to operate
anywhere in the world, it must comply with the regulatory requirements for that region or
territory. There were 195 countries in the world as of January 2019, plus several dozen other
entities, 193 of which are members of the United Nations (UN).

FIGURE 3–5 Mesh versus LoRaWAN behavior with rising noise level.
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FIGURE 3–6 Simulated network layout with hexagonal tiling.

FIGURE 3–7 Impact of multicell deployment on capacity.

Chapter 3 • LoRaWAN protocol: specifications, security, and capabilities 45



The International Telecommunication Union manages the common spectral use for the
UN, but the final frequency assignment authority is granted by the governments of each
country or region. However, many small or developing countries have no frequency assign-
ment authority in place. This creates a complicated scenario for worldwide LoRaWAN
deployments. For the global LoRaWAN network to be successful, an understanding is needed
throughout target countries and regions to deploy LoRaWAN such that regulatory compli-
ance can be obtained and LoRaWAN channel plans can be created.

To define LoRaWAN channel plans in every country or region, the LoRa Alliance has formed
a working group that creates, manages, and maintains LoRaWAN regional parameter specifica-
tions. This document is a companion document to the various LoRaWAN Layer 2 (L2) protocol
specifications and combines all regional parameter aspects defined in the LoRaWAN protocol.
Separating the regional parameters from the protocol specification allows new regions to be
added without impacting the LoRaWAN L2 document. The LoRaWAN regional parameters
specification document is not intended to be an authoritative source of regional governmental
requirements, so devices and networks must comply with any specific laws and regulations of
the country or region in which they operate. Owing to such different regional regulatory enti-
ties, it is not possible to provide a single channel plan for the entire world. Nevertheless, the
LoRaWAN regional parameters working group has combined several countries into various
regional plans to reduce the number of LoRaWAN regions. AS923 is an example of this.

If a country or region is not yet covered by one of the 12 current LoRaWAN regions, it
may be possible to include it in an existing region, depending on its regulatory use of ISM
bands. This is shown in the cross-reference table in the LoRaWAN regional parameters spec-
ification. Countries currently using the ISO 3166-1 country name codes are shown in the
LoRaWAN channel plan coverage map as shown in Fig. 3�9.

The LoRaWAN regional parameters specification document defines the following
parameters:

• channels to be used when a device joins the network;
• default channels;

FIGURE 3–8 Evolution of capacity as intersite distance (ISD) becomes shorter (number of messages (in millions) vs ISD).
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• duty cycle or dual time restrictions;
• whether LBT is required;
• data rates;
• maximum transmit power and power configuration;
• channel plan and channel mask;
• maximum payload size versus data rate;
• receive window frequencies and receive window mapping; and
• Class B beacon and default downlink channel.

The worldwide regulatory environment is constantly changing, and this requires that the
LoRaWAN regional parameters specification be updated regularly to stay abreast of these
changes.

3.5 Activation and roaming
In the early days of the LoRa Alliance, there was only one interoperability specification called
the link layer, and it dealt with only two end points: the end device and the network. As the
technology, implementations, and deployments began to mature, the need to decompose
the “network” became apparent, which gave way to defining three distinct network elements
that form the core LoRaWAN network: join servers, network servers, and application servers.

Join servers store end-device credentials to perform mutual authentication before that end
device is admitted to the network. The procedure involving a cryptographic handshake and
end-device configuration with network parameters is called the activation or join procedure.

Network servers terminate the LoRaWAN link layer on the network side and act as bridges
that transport data traffic to application servers and signaling traffic to JS.

135 countries with
LoRaWAN channel plans

>100 countries with LoRaWAN deployments
January 2019

FIGURE 3–9 LoRaWAN channel plan coverage map.
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Application servers are the end points for data traffic. The application payload of the
uplink frames sent by an end device is consumed by application servers, and the application
payload of downlink frames sent by NS is sourced from application servers.

Owing to the constraints of ISM band use, which specify that frames be very small in size
and number, LoRaWAN uses symmetric cryptography. This requires that a symmetric
device-specific root key is available in the network before the device attempts to activate
itself. Unfortunately, it is rarely known at the time of device manufacture which network(s)
the device will use throughout its lifetime. Therefore a solution was needed that can provi-
sion device credentials once on a centralized JS and allow the device to be activated on any
network or NS anywhere in the world (see Fig. 3�10). The LoRaWAN backend interface
specification made this possible by defining and implementing a standard interface between
NS and JS.

The activation procedure uses a long-term, device-specific root key shared between the end
device and a JS to generate ephemeral session keys that are sent from a JS to a NS for link-layer
security and also to an application server for end-to-end encryption.

Secure elements can be used on end devices when it is necessary to protect high-value
applications such as water, electric, or gas metering from tampering. Similarly, hardware-
grade security can be achieved on the network side by using a hardware security module to
protect the device keys on the JS side. Separating the JS from the network helps to reduce
device manufacturing costs by eliminating per-network personalization, and it also yields a
new business model for operating JS as a service.

Roaming is another important functionality enabled by the backend interface specification.
LoRaWAN roaming allows networks to combine radio coverage for providing connectivity to

Join
server

Network

Gateway

Network-agnostic
device

server A
Network
server B

FIGURE 3–10 Separation of JS from network servers for activation procedure.
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end devices, even to those outside their home network. In addition to this traditional use
of roaming (network extension), LoRaWAN also provides a unique type of roaming that
allows numerous overlapped networks to provide densified coverage, known as network
densification.

The LoRaWAN architecture allows radio gateways and even NS to serve an end device
without holding state information for that device. This allows uplink frames transmitted by
an end device to be demodulated by several radio gateways and received by several NS at
the same time, a feature called macro-diversity. Each NS receiving the uplink frame can
forward the frame to the home network of the end device, which can be determined from
its device address. This potentially translates into the device’s home network and zero or
more visited networks cooperatively receiving traffic from end devices. When radio gate-
ways from numerous networks serve a device jointly, this has the same effect as network
densification by a single operator. Consequently, the packet error rate is reduced, and an
end device can transmit at a higher data rate while using less power, thanks to the ADR
mechanism. Higher data rates mean greater capacity and less interference for the networks
within the coverage of the device. Finally, more radio gateways receiving the same frame
helps to improve LoRaWAN’s geolocation capability. Therefore LoRaWAN roaming is bene-
ficial to all parties involved: the end device, the home network, and the visited networks
(see Fig. 3�11).

Roaming is completely transparent to the end device, which is why it is also called pas-
sive roaming. The aforementioned benefit of passive roaming fueled by macro-diversity is a
unique feature of LoRaWAN. Competing LPWAN technologies have no counterpart for vari-
ous reasons: Cellular IoT technologies such as narrow-band IoT require a state on the base

Application server
Join server

Home 
Network

Visited networks

FIGURE 3–11 Macro-diversity and passive roaming.
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station and the visited networks. Hence they lack the technical means to achieve this, and
the SigFox business model limits the number of networks in a country to one, meaning that
it is not open to other networks for cooperation.

LoRaWAN roaming accommodates not only mobile devices such as trackers but also fixed
devices such as smog detectors. A fixed device may be permanently roaming within the cov-
erage of a visited network. This is the typical case for international solution providers that
want their own core network without having radio networks in most or any of the countries
they serve.

Both roaming and activation features require core networks to interconnect, which is
practical among a few networks. However, as the number of networks rises, the mesh of
interconnecting these networks becomes more difficult to set up and maintain. This issue is
overcome by the well-established “peering hub” concept, where the owner of a given NS or
JS can interconnect its infrastructure with a peering hub and then be able to set up a logical
connection easily with any of the other networks on that hub or another interconnected hub.

Roaming and activation have been designed to be low-cost, highly scalable, simple, and
able to accommodate future extensibility design goals. They cater not only to large multina-
tional operators, but also to small private networks (e.g., single gateway and NS combina-
tions in homes). As this book goes to press, numerous networks are already using these
facilities, most of which operate via the very first peering hub.

3.6 Network-based and multitechnology geolocation
3.6.1 Geolocation is a massive opportunity

If there is one killer IoT app, it is most likely geolocation. Research and Markets predicts that
revenues from geolocation IoT will reach $49 billion by 2021.2 The applications are endless:
asset management, fleet management, antitheft software, vehicle rental, logistics and parcel
tracking, worker safety, elderly and disabled care, pet and animal tracking, to name but a
few. However, traditional geolocation technologies are still too expensive for a majority of
applications, particularly considering the total cost of ownership (TCO), which also takes
into account battery replacement costs. Elasticity of demand to price for geolocation is par-
ticularly high, and for geolocation IoT to become reality, there must be a dramatic reduction
of TCO. As we will see in this section, LPWANs, and particularly LoRaWAN, are a key enabler
technology for such a cost reduction.

3.6.2 Vast choice of technologies

As illustrated in Fig. 3�12, there are numerous potential technology combinations that will
serve the need for asset geolocation. Horizontal bars indicate how much energy is necessary,

2Research and Markets’ report entitled “Geo IoT Technologies, Services, and Applications Market Outlook:
Positioning, Proximity, Location Data and Analytics 2016�2021.”
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translated into battery size or frequency of battery replacement, which are both key drivers
of geolocation TCO.

It is immediately striking that using LoRaWAN as a wide-area backhaul technology for
transferring location data to an application is a significant improvement over traditional cel-
lular networks, and it remains significantly superior to more recent low-power cellular tech-
nologies such as narrow-band IoT. There are several geolocation technologies for a given
backhaul communication technology.

GPS and other global navigation satellite systems (GNSS). In normal mode without server
assistance, GNSS are a relatively power-hungry technology due to long synchronization
latency. They also require good radio conditions during the synchronization period because
the data stream of satellite position data uses a modulation that requires a high signal-to-
noise ratio. When a device switches from indoors to outdoors, long gaps can occur before a
fix can be obtained.

Assisted GPS (AGPS) and other low-power GPS (LP-GPS) optimizations. These optimiza-
tions rely on server-side processing and the ability to convey up-to-date satellite information
to the GNSS module via a WAN. They eliminate the need for a strong signal during synchro-
nization and significantly decrease synchronization time, which reduces energy consumption
to 25% or even less compared to unoptimized GPS.

Combining LoRaWAN and AGPS is difficult because conventional AGPS cannot be used
due to LoRaWAN’s limited bandwidth and the fact that it cannot transmit the entire satellite
information to the GNSS module. However, specific algorithms exist that can leverage the
ability of LoRaWAN networks to provide an extremely accurate timestamp for uplink packets,

Power-efficient positioning technologies single-shot position

LoRaWAN + TDoA

LoRaWAN + BLE

LoRaWAN + WIR

LoRaWAN + LP-GPS

LoRaWAN + GPS

NB IoT + AGPS

GSM + AGPS

0.0% 10.0% 20.0% 30.0% 40.0% 50.0% 60.0% 70.0% 80.0% 90.0% 100.0%

FIGURE 3–12 Energy use per WAN/geolocation technology combination.
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making it possible to obtain a fix with only three GPS satellites, as opposed to four required
by conventional AGPS. As a result, the combination of LoRaWAN1 LP-GPS technology is
extremely efficient.

WiFi and Bluetooth (BLE/BTLE) are attractive options for indoor geolocation.
Triangulation based on time difference of arrival (TDoA) is an attractive feature of

LoRaWAN networks, thanks to the relatively broad bandwidth of LoRa channels (125 kHz or
more), which allows packets to be timestamped with nanosecond accuracy. As no processing
is required in the device, this is by far the most energy-efficient technology that features the
lowest TCO of all options. However, owing to multipaths (i.e., RF signals may bounce, there-
fore the received signal does not necessarily travel in a straight line), the accuracy of geoloca-
tion is inferior to that of GPS, see Fig. 3�13.

3.6.3 LoRaWAN multitechnology geolocation is a game changer

Each geolocation technology has a sweet spot of use cases:

• GNSS is ideal for high-frequency, high-resolution use cases, where the GNSS module can
remain synchronized.

• Assisted low-power GNSS is ideal if no other geolocation technology is available and
random fixes are necessary from time to time.

• WiFi is ideal for urban environments and within an enterprise campus.
• Bluetooth is ideal for indoor geolocation.
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• TDoA is ideal for ultralow-power, high-frequency, and low-resolution applications such
as geofencing or asset tracking, especially for countries with a nationwide LoRaWAN
network enabled with TDoA geolocation, such as KPN in the Netherlands.

Most real-life applications are a combination of the above scenarios, and therefore an
intelligent multiradio tracker, combined with a cloud application capable of selecting the
most appropriate fix mode dynamically, is able to reduce the TCO of geolocation signifi-
cantly. This also requires a low-power bidirectional communication network, for which
LoRaWAN appears to be a perfect fit.

3.7 Using LoRaWAN for firmware upgrade over the air
3.7.1 Introduction

The ability to perform FUOTA is becoming a requirement for most IoT devices. The details
of FUOTA procedures are tightly linked to the MCU architecture used by the device.
However, FUOTA systems require an efficient and secure file delivery system in order to
push the firmware patch file reliably to potentially many devices simultaneously. LoRaWAN
provides a secure and reliable file distribution system using multicast, a service provided by
a set of application-layer packages. This chapter presents two such packages on which the
LoRaWAN file distribution service is based, namely the remote multicast setup and fragmen-
ted data block transport.

Performing a secure FUOTA is a complex task that usually involves the following steps.

1. Generate a binary firmware patch file specific to the device platform to be upgraded.
2. Sign this binary file with a private key to guarantee its integrity and authenticity.
3. Push that binary file to the group of devices to be upgraded.
4. Each device must then authenticate the file and its origin by verifying the signature.
5. Each device then installs the firmware patch.
6. Finally, each device reports the status of the upgrade operation (succeeded or failed), and

that information is collected by a central device management platform to monitor the
status of the device’s fleet.

Steps 1, 2, 4, and 5 are device-specific and depend on many design choices, including but
not limited to:

• device MCU architecture (ARM, X86, etc.);
• device memory size;
• whether the device uses an OS;
• whether the device uses a secure boot-loader;
• whether the device firmware was designed for partial upgrades; and
• whether the device features a cryptographic hardware accelerator.

These constraints make it impossible to standardize a complete FUOTA process for the
diversity of devices currently being connected to LoRaWAN networks. However, a FUOTA
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system requires an efficient and reliable file-transport service to push the firmware patch file
to a potentially very large group of devices through the LoRaWAN network.

An additional challenge is the intrinsically low bit rate of the LoRaWAN network. The
implemented solution overcomes this challenge by leveraging the unique radio multicast
capability of LoRaWAN. This means that a given radio packet transmitted by the network
(containing a fragment of the firmware patch file) may be received by many devices.
Therefore the patch file does not have to be transmitted for every single device but, ideally,
only once for all devices.

3.7.2 LoRaWAN FUOTA principle

This section presents the operation of two application-layer packages: the multicast remote
setup and the fragmented data block transport. These application-layer packages have been
defined by the FUOTA working group within the LoRa Alliance, and the specifications are
publicly available.

On the device side, these packages live on the application layer. They use the
LoRaWAN MAC layer to transmit and receive packets to and from the network. There
might be other packages coexisting on the device application layer, and there is usually
some user application code as well. Each package on the device corresponds to a service
implementation on the server side. For example, the clock synchronization package
communicates with a clock synchronization service implemented in the backend as
shown in Fig. 3�14. For the sake of simplicity, all backend services related to FUOTA are
grouped into a single instance called a device management service. Each of these
packages uses a different port to communicate over the air. In this way, the different data
streams corresponding to each package can easily be separated in both uplink and down-
link directions.

User
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Multicast
setup

File
frag

Dev
Mgt

Device Mgt
services App server

LoRaWAN
network server

Network gateway

LoRaWAN MAC layer

Radio

FIGURE 3–14 LoRaWAN application-layer packages for FUOTA.
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3.7.3 LoRaWAN multicast groups

The first step of a LoRaWAN FUOTA process is to assemble the list of devices to be updated
and then to group them into a LoRaWAN multicast group. This multicast group can be cre-
ated dynamically and set up over the air, which is performed using the primitives provided
by the remote multicast setup package. This section will cover the functionalities implemen-
ted in that package.

Every LoRaWAN device is equipped with a unicast identity consisting of a 32-bit device
address and a unicast security context (a set of AES128 keys) to uniquely identify and
authenticate a given device on the network. In addition, a device may be a member of up to
four multicast groups.

A LoRaWAN multicast group is defined by a:

• Multicast group address
• Multicast security context

• McAppSKey: A multicast application key to encrypt the payloads delivered to that
group

• McNwkSKey: A multicast network session key to compute the message integrity check
field of the packets sent to the group

• Multicast frame counter

If a device is a member of more than one multicast group, the addresses of those groups
must be different in order to differentiate them.

The multicast security context is identical for all devices belonging to a given group, but
different multicast groups have different security contexts. Obviously, they have different
addresses, and they must use different keys.

The remote multicast setup package provides commands to perform the following
operations:

• Query the implementation version of the package.
• Query the list and status of the multicast groups currently defined in a device.
• Create or modify a multicast group in a device.
• Delete a multicast group definition in a device.
• Define a Class C or Class B broadcast session and associate it with a multicast

group.

The McGroupSetup command creates the complete context of a multicast group in a
device. This command embeds a mechanism to transport multicast group keys securely over
the air, which is achieved by transporting the encrypted multicast keys using a device-
specific encryption (or transport) key. It also provides the minimum and maximum valid
frame counter values for this multicast context. Limiting the range of valid multicast frame
counter values improves the security of the process by limiting the lifetime of a multicast
group. However, merely creating the multicast group context in each device of the group is
not sufficient to operate a multicast group.
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LoRaWAN devices consume extremely little power and typically run on batteries. They
usually wake up only when they have data to transmit and then immediately go back into
sleep mode. Therefore to transmit a frame to an entire group of devices, the system must
first ensure that the receivers of all the devices in the group are in active mode at the same
time and for the same duration.

First, all the devices of a multicast group must share the same time. In LoRaWAN net-
works, the reference time is the GPS time, also called the GPS epoch. It was chosen over the
more popular UTC time because GPS time can be represented simply by an unsigned 32-bit
counter incremented by 1 and exactly 1 at every second, independently of leap seconds.3

The clocks of LoRaWAN devices can be synchronized to the network’s time by several dif-
ferent means.

• The device may periodically query the network time using the corresponding MAC layer
command (DeviceTimeReq command available in LoRaWAN1.0.3 and upward).

• The device may listen to the periodic Class B beacon, which contains the GPS time.
• The device may use a dedicated package called application-layer clock

synchronization.

The decision to use one of these techniques is a trade-off of power consumption, applica-
tion requirements, and timing precision requirements and is beyond the scope of this
chapter.

Once the devices’ clocks are synchronized, the device management service must program
the devices to open their receivers simultaneously and use the same radio parameters (same
channel and data rate). For this purpose, the remote multicast setup package allows the user
to define either a Class C or a Class B multicast session.

A Class C multicast session is basically defined by a start time, duration, and a set of
radio parameters. Once the device’s clock reaches the start time, the device programs its
radio using the provided radio parameters and turns on its receiver. The network can
broadcast packets using the same radio parameters at any moment during the Class C
session. This method is simple and does not require a very accurate timing synchroniza-
tion because a few seconds of drift between devices is inconsequential. However, for the
duration of the Class C session, the devices of the group must keep their receiver contin-
uously active, meaning that this method is not power-efficient in regions where the net-
work is obliged to respect a low transmission duty cycle. Europe, for example, has a
network duty cycle of ,10%, which means that 90% of the device’s energy is wasted dur-
ing a Class C multicast session.

This is why the package also supports Class B multicast sessions. In a Class B multicast ses-
sion, all devices of the group must first synchronize onto the Class B beacon (broadcast by the
network every 128 seconds) before the session starts. Once the session has started, the devices
of the group open periodic reception slots simultaneously for the duration of the session.

3 See https://en.wikipedia.org/wiki/Leap_second for an in-depth explanation of the leap-second insertion in
UTC time.
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This enables the devices to duty-cycle their receivers while spending most of their time in
deep-sleep mode. Note that the network might not necessarily use every slot to transmit infor-
mation. However, Class B mode is slightly more complicated to implement than Class C
mode, and it requires the network to broadcast a Class B beacon. LoRaWAN is one of the very
few radio protocols that enable true multicast transmissions over the air. For example, cellular
networks emulate multicasting by setting up as many unicast sessions as devices in the group,
but the data are actually sent as many times as there are devices in the group.

The multicast remote setup package makes no assumptions about the nature of the data
frames being transmitted by the network during a Class C or B multicast session. These
could be individual control frames, for example, turning an entire group of streetlights on or
off with a single command. Therefore in order to transport a file efficiently during a multicast
session, a way must be implemented to fragment a file efficiently and ensure complete deliv-
ery to every device of the group. This is the reason for the fragmented data block transport
over LoRaWAN package presented in the next section.

3.7.4 Transporting a file to a multicast group

The use of radio multicast tremendously improves the efficiency of the network because a
frame is transmitted only once and can be received by all devices of a multicast group,
instead of having to transmit this frame once to each device of the group via unicast.
However, it poses the challenge of how to cope with missed receptions.

Let us consider the following example. A network broadcasts 100 fragments of a file to a
group of 1000 devices assembled in a single multicast group. The radio channel is interfered
with and therefore each device may randomly lose 10% of the frames being broadcast by the
network. If the network were communicating with only one device (unicast), this would be
inconsequential, and a lost fragment might have to be repeated. This happens with a 10%
probability anyway. Therefore on average it would take 110 transmissions to push 100 frag-
ments to the device successfully. However, in the case of a multicast group, the situation is
far worse.

On average, the first fragment broadcast by the network is received by 900 out of 1000
devices, meaning that 100 devices do not receive it. Therefore the network retransmits the
fragment, and on average 10 out of the 100 remaining devices fail to receive it. The network
transmits yet again, and one device still misses it. Therefore it takes approximately four
transmissions of every fragment to ensure that every device of the group has received it. This
situation worsens if the number of devices in the group or the packet error rate increases.
Clearly, a different approach must be taken to guarantee that all devices of the group have
received the entire file without having to repeat every fragment.

To overcome this problem, the fragmented data block transport package implements an
erasure correction code. The principle is as follows. The file to be sent is first split into
N fragments of equal length such that each fragment can fit into a single LoRaWAN broad-
cast payload. In our example, this step yields N5 100 fragments of equal length. From these
N unencoded fragments, the erasure code generates N1M encoded fragments, where
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(N1M)/N is the redundancy ratio, which must be greater—by a certain margin—than the
packet loss rate we seek to compensate. In our example, assuming a typical 10% packet loss
rate, we select a 20% redundancy ratio. Those encoded fragments are designed such that any
subset of N encoded fragments out of the N1M generated fragments can be used to rebuild
the N original file fragments and therefore rebuild the complete file.

To continuing our example, the device management service would split the file into 100
fragments and generate 120 encoded fragments. These 120 fragments are then broadcast by
the network during a Class B or Class C multicast session. Every listening device may lose a
different subset of fragments during the multicast session. However, as soon as a device
receives at least 100 of the 120 encoded fragments transmitted by the network, it can recon-
struct the complete file. Whereas the repetition method would lead to 400 broadcast frames
on average, our encoding scheme allows the network to achieve the same success rate by
broadcasting only 120 frames.

In addition to the required encoding/decoding methods described above, the fragmented
data block transport package provides the following functionalities. It can

• Query the implementation version of the fragmentation package.
• Create a fragmentation session.
• Request a device or group of devices to provide the status of a fragmentation session.
• Delete a fragmentation session.

Prior to sending a file to a device or group of devices, a fragmentation session must be
created in order to provide the device(s) with the details of the file to be broadcast.

For this purpose, the FragSessionSetupRequest command is issued with the following
parameters:

• A fragmentation session ID. A device may have up to four fragmentation sessions active
simultaneously, so this ID is used to differentiate them.

• Fragment size expressed in bytes.
• Number of fragments required to reassemble the file being transported in this session

(ranging from 1 to 65,535).
• Number of padding zeros contained in the last fragment if the file length is not an exact

multiple of the fragment length.
• File descriptor, which is a freely allocated four-byte field. If the transported file is a

firmware patch image, this field might, for example, encode the version of the
transported firmware to allow compatibility verification on the end-device side. The
encoding of this field is application-specific.

Once that command has been acknowledged by all the devices of the group, the encoded
fragments of the file may be transmitted. Although multicast is more efficient when transmit-
ting the same file to a group of devices, the fragmentation package also allows fragments to
be sent using a unicast downlink. Once all the coded fragments have been broadcast, the
server may use the FragSessionStatusRequest command to query the status of each device.
This command may be sent as a unicast or a multicast frame.
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The devices respond with the following information:

• Status of the fragmentation session: File successfully reconstructed, or an error code
issued if the file could not be reassembled.

• Total number of fragments received for this fragmentation session.
• Number of missing fragments before the file can be reassembled.

Additional coded fragments may be sent to devices that were unable to reassemble the
file entirely. Those fragments may be sent as unicast downlinks, or a new multicast session
may be created if too many devices are involved.

3.8 Security
Security is a fundamental requirement of all IoT applications and therefore was designed
into LoRaWAN from the very beginning, in line with the general LoRaWAN design criteria:
low power consumption, low implementation complexity, low cost, and high scalability.
Nevertheless, the LoRaWAN security design adheres to state-of-the-art principles. That is, it
uses standard, well-vetted algorithms, and end-to-end security. Furthermore, as devices are
deployed in the field for long periods of time—sometimes for many years—security must be
future-proof.

The fundamental properties supported by LoRaWAN security are mutual authentication,
integrity protection, and confidentiality, see Fig. 3�15.

Mutual authentication is established between a LoRaWAN device and the LoRaWAN net-
work as part of the network join procedure. This ensures that only genuine and authorized
devices will join genuine and authentic networks. LoRaWAN MAC and application packets
are origin-authenticated, integrity-protected, replay-protected, and encrypted. This protec-
tion, combined with mutual authentication, ensures that network traffic is not altered, origi-
nates from a legitimate device, is not comprehensible to eavesdroppers, and has not been
captured and replayed by rogue actors.

LoRaWAN security furthermore implements end-to-end encryption for application pay-
loads exchanged between devices and application servers. In fact, LoRaWAN is one of the
very few IoT networks that implement end-to-end encryption. In some traditional cellular
networks, traffic is encrypted over the air interface, but it is transported as plain text in the
operator’s core network. Consequently, end users are burdened by having to select, deploy,

FIGURE 3–15 Mutual authentication and end-to-end encryption provided by LoRaWAN security.
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and manage an additional security layer, generally implemented by some type of VPN or
application-layer encryption security such as TLS. Such an approach is not well suited in
LPWANs, where over-the-top security layers add considerable power consumption, complex-
ity, and cost.

The security mechanisms mentioned above rely on the well-tested and standardized AES
cryptographic algorithms [10,11]. These algorithms have been analyzed by the cryptographic
community for many years, are NIST-approved, and widely adopted as security best prac-
tices for constrained nodes and networks. In particular, LoRaWAN security uses the AES
cryptographic primitive combined with several modes of operation: cipher-based message
authentication code (CMAC) for integrity protection and counter-mode encryption (CTR). In
other words, all LoRaWAN traffic is protected using two session keys as illustrated in
Fig. 3�16. Each payload is encrypted by AES-CTR and carries a frame counter to avoid
packet replay and a message integrity code computed with AES-CMAC to avoid packet
tampering.

Each LoRaWAN device is personalized with a unique 128-bit AES key called an AppKey
and a globally unique identifier (EUI-64-based DevEUI), both of which are used during the
device authentication process. Allocation of EUI-64 identifiers requires the assignor to have
an organizationally unique identifier issued by the IEEE Registration Authority. Similarly,
LoRaWAN networks are identified by a 24-bit globally unique identifier assigned by the LoRa
Alliance.

3.9 LoRaWAN certification
The purpose of the LoRaWAN certification is to ensure device interoperability and guarantee
that all LoRaWAN end devices work under any network conditions and in any public or pri-
vate network.

DevAddr, FCnt, AppSKey

DevAddr, FCnt, NwkSKey

clear application payload

DevAddr FCnt_16 MICencrypted application payload

AES128
CCM encryption

DevAddr = 32 bit Network Address of device
FCnt = 32 bit Frame Counter, incremented with every frame
MIC = 32 bit Message Integrity Code 

Note: Payload encryption takes the
Frame Counter (FCnt) as part of its
input. Therefore, the same clear
payload results in a different
encrypted payload for every frame.

AES128
CMAC

FIGURE 3–16 LoRaWAN security mechanism based on standardized Advanced Encryption Standard cryptographic
algorithms.
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As the LoRaWAN technology is aimed at providing very low-cost devices, the LoRaWAN
certification program has been designed to test all protocols defined in the LoRaWAN (L2)
specification in a cost-effective manner. It achieves this by running tests within a fully auto-
matic test harness that requires no expensive test equipment. Instead, it uses a standard
LoRaWAN gateway and a PC running an NS and the test control layer (TCL). To keep the cost
of certification competitive, testing is completed within 1 day, not weeks or months as with
other technologies. The DUT and gateway (GW) are housed in a shielded box to avoid other
radio transmissions in the ISM band that might affect the test results. Moreover, as end
devices are likely to be small radio devices, certification has been designed to use only the
LoRaWAN radio connection on the device to be certified (DUT) and no additional test con-
nections (Fig. 3�17).

The LoRa Alliance Certification Committee has created a comprehensive test procedure
for DUT that will ensure the correct LoRaWAN behavior of end devices and include testing
all MAC commands and functional testing of the device. The certification test sends and
receives more than 1000 messages between the NS and the end device.

The LoRa Alliance certification program does not test the regulatory requirements of the
ISM band for the country or region in which it is operating but, as these requirements can
change the behavior of the device, there is a slightly different certification test requirement
specification for the different ISM bands.

The LoRa Alliance controls and operates the certification program and has appointed sev-
eral authorized test houses (ATH) throughout the world to perform certification. These ATH

FIGURE 3–17 LoRaWAN certification.
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can provide testing at locations near the device developer, even if the device is to be certified
for a different region.

To allow the device manufacturer to pretest devices before sending them to an ATH, the
LoRa Alliance has commissioned and made available to LoRa Alliance members a LoRaWAN
certification test tool, which can be used at their own premises with a PC running a NS, a
TCL, and a local gateway.

These protocols not only verify adherence to the LoRaWAN L2 specification, but also test
the RF performance of the device, which is critical to its usability and reliability. The LoRa
Alliance Certification Committee has produced a comprehensive set of guidelines on how to
measure the RF performance of a device. These guidelines can be used by device manufac-
turers to test their devices before sending them to an ATH for official certification.

When a device has been certified by an ATH, the results are sent to the LoRa Alliance,
which issues a certificate to the manufacturer and adds the device to the master list of certi-
fied products available on the LoRa Alliance website (LoRa-Alliance.org).
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4.1 Purpose of this chapter
Recently, low-power wide-area networks (LPWANs) play a key role in the Internet-of-things
(IoT) maturation process. Under the LPWAN broad term are a variety of technologies
enabling power-efficient wireless communication over very long distances. For instance,
technologies based on ultranarrowband modulation (UNB)—for example Sigfox—or chirp
spread spectrum (CSS) modulation—for example LoRa—have become de facto standards in
the IoT ecosystem. Most of LPWAN technologies can achieve more than 20 km in line of
sight (LOS) condition. In a typical long-range one-hop connectivity scenario, the gateway is
the single interface to Internet servers through cellular/asymetric digital subscriber line/
Ethernet/Wi-Fi technologies depending on what is available locally. Devices typically com-
municate directly to one or more gateways, which removes the need for constructing and
maintaining a complex multihop network. Recent deployment tests with LoRa gateways
located on top of high building show more than 6 km range in urban scenarios for smart city
applications [1]. A large city can easily be covered with less than 10 gateways. Indoor smart
building applications are also enabled by the easy coverage of buildings several stories high.
Communication to high-altitude balloons has also been realized successfully [2,3] and tests
with low-orbit satellites are on the way [4]. These very versatile technologies definitely pro-
vide a better connectivity answer for battery-operated IoT devices by avoiding complex syn-
chronization and costly relay nodes to be deployed and maintained.

Given the incredible worldwide uptake of LPWANs for a large variety of innovative IoT
applications, including multimedia sensors, it is important to understand the challenges
behind large-scale and dense LPWAN deployment, especially because both Sigfox and LoRa
networks are currently deployed in unlicensed bands. This situation is most likely not going
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to change, at least in the next few years, as working in the unlicensed band allows for a
much quicker uptake of the technology.

This chapter has a particular focus on LoRa technology as it can be deployed in a private
and ad-hoc manner, making experimental deployments much easier. Existing studies on
LoRa scalability and radio channel access mechanisms for LoRa LPWAN will be reviewed
and promising approaches will be presented in more detail. The chapter will also provide to
the readers useful information on the LoRa physical layer, as well as on promising interfer-
ence mitigation techniques that can be applied, such as capture effect (CE) and successive
interference cancellation.

The chapter will also give a large part on experimental results. The authors have con-
ducted a large number of LoRa LPWAN experimental studies, as well as real-world deploy-
ments of both IoT test-beds and IoT production networks in the context of three R&D
projects (two EU H2020 projects—WAZIUP and WAZIHUB—and one national ANR project—
PERSEPTEUR) in addition to numerous academic and industrial collaborations. Models and
large-scale simulations are also considered and the chapter will present the open-source
CupCarbon simulation tool, which especially addresses the modeling and performance eval-
uation of radio physical layers. The original feature of CupCarbon over other existing open-
source simulation environments is its particular focus on radio propagation modeling in
urban environments by taking into account three-dimensional (3D) maps of the simulated
areas.

We hope that the chapter will provide a proper balance between research and experimen-
tal results. It therefore definitely targets students, academicians, researchers, and industry
professionals who need a broad understanding of the technologies, their challenges, the
existing solutions along with their limitations, and feedbacks from real-world deployments,
as well as insights on how larger-scale scenarios can be evaluated.

4.2 Review of LoRa physical layer
LoRa utilizes bandwidth of usually 125 kHz to broadcast a signal. Using bands that are not
too narrow allows LoRa to exhibit some robustness against some characteristics of the chan-
nel such as frequency selectivity and Doppler effect, to name a few. The transmitter gener-
ates chirp signals by varying their frequency over time and keeping phase between adjacent
symbols constant. Receiver can decode even a severely attenuated signal 19.5 dB below the
noise level [5]. The main characteristics of LoRa modulation depend on spreading factor
(SF), coding rate (CR), and bandwidth (BW ). Spreading factor SF 5 log2ðRc=RsÞ is the ratio
between symbol rate ðRsÞ and chip rate ðRcÞ. LoRa employs six orthogonal spreading factors,
7�12. SF provides a tradeoff between data rate and range through higher receiver’s sensibil-
ity. Along with the spreading factors, forward error correction (FEC) techniques are used in
LoRa to increase the receiver’s sensibility further. Code rate CR defines the amount of FEC
in LoRa frame. LoRa offers CR5 0, 1, 2, 3, and 4, where CR5 0 means no encoding. The
choice of higher SF and CR values dramatically increase the time on air (ToA), Tair. Using a

66 LPWAN Technologies for IoT and M2M Applications



higher value for BW will reduce Tair but lowers the receiver’s sensibility. LoRa provides
several bandwidth values from 7.8 to 500 kHz with 125, 250, and 500 kHz being the most
used. Taking these parameters into account, the useful bit rate Rb equals:

Rb 5
43 SF 3BW

ð41CRÞ3 2SF
ðbits=sÞ (4.1)

4.2.1 LoRa physical layer (PHY) structure

LoRa is a Semtech proprietary technology and is not fully open. This section gives the
analysis on the working of PHY in LoRa, according to our understanding. Fig. 4�1 shows the
block diagram of LoRa transceiver, which is briefly explained in the following paragraphs.

4.2.1.1 Encoding
First, the binary source input bits pass through an encoder. The output of encoder depends
on the choice of CR value. Encoding reduces the packet error rate in the presence of short
bursts of interference. LoRa uses Hamming codes for FEC. These are linear block codes and
are easy to implement. LoRa uses coding rates CR of 4=5; 2=3; 4=7, and 1=2, which means if
the code rate is denoted as k=n, where k represents the number of useful information bits,
and encoder generates n output bits, then ðn2 kÞ are the redundant bits. If we assume CR
values between 1, 2, 3, and 4 for coding rates 4/5, 4/6, 4/7, and 4/8, respectively, then the
error detection and correction capabilities are as shown in Table 4�1.

4.2.1.2 Whitening
The output of the encoder passes through the whitening block. Whitening is an optional step
in LoRa, which can be implemented by Manchester encoding to induce randomness. Here,
the purpose of whitening is to make sure that there are no long chains of 0s or 1s in the
payload.

FIGURE 4–1 LoRa PHY layer architecture.

Chapter 4 • Radio channel access challeng 67



4.2.1.3 Interleaving
The output of whitening block is passed to the interleaving block. The interleaver uses diago-
nal placing method to scramble each 41CR codeword and sends it to the spreading block.

4.2.1.4 Chirp spread spectrum modulation
This block here spreads each symbol over an upchirp, according to the SF value used. For
example, for SF5 7 and SF 5 12, 128 and 4096 chips/symbol will be used, respectively. The
relationship between the symbol rate Rs 5BW=2SF and chip rate Rc is:

Rc 5 2SF 3Rs and Rc 5
2SF 3BW

2SF
; so; Rc 5BW chips=s

It takes much larger BW for transmission than required for the considered data rate.
Chirp signal is a sinusoidal signal with either linearly increasing or decreasing frequency.
A linear chirp waveform can be expressed as:

cðtÞ5
expð2πjðat1 bÞtÞ; 2Ts

2
# t#

Ts

2

0; otherwise

8<
: (4.2)

with at1 b5 fmin 1
fmax 2 fmin

Ts
t

where fmax and fmin are the maximum (125 kHz in our case) and minimum frequency,
respectively. Ts is the symbol duration. An upchirp and a downchirp are shown in
Fig. 4�2.

Each symbol of SF bits can be represented by shifting the frequency ramp based on the
symbol value. So each coded chirp is obtained by a cyclic shift in an upchirp, as illustrated
in Fig. 4�3. Circular shift in raw upchirp is expressed in Eq. (4.3).

Table 4–1 Error detection and correction capabilities of LoRa.

Coding rates Error detection (bits) Error correction (bits)

4/5 0 0
4/6 1 0
4/7 2 1
4/8 3 1

FIGURE 4–2 Upchirp and downchirp signal.
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cðtÞ5

expð2πjðaðTs 1 t2ΔtÞ1 bÞðTs1 t2ΔtÞÞ; 2Ts

2
# t#

2Ts

2
1Δt

expð2πjðaðt2ΔtÞ1 bÞðt2ΔtÞÞ; 2Ts

2
1Δt# t#

Ts

2

0; otherwise

8>>>>><
>>>>>:

(4.3)

where Δt is the shift in time that depends on the symbol value.

4.2.1.5 Chirp spread spectrum demodulation
The matched receiver for a linear chirp is performed by multiplication with the downchirp,
as shown in Fig. 4�3.

This process can be represented mathematically for Δt5 0. Note that, in case of symbol
value “0,” the transmitter will send an upchirp:

yðtÞ5 expð2πjðat1 bÞtÞ3 expð2 2πjðaðTs 2 tÞ1 bÞðTs 2 tÞÞ (4.4)

yðtÞ5 expð2πjðat2 1 bt2 aTs
2 1 2aTs 2 at2 2 bTs 1 btÞÞ (4.5)

yðtÞ5 expð2πjð2atTs 1 2bt2 aTs
2 2 bTsÞÞ (4.6)

yðtÞ5 expð2πjð2tðaTs 1 bÞ2 aTs
2 2 bTsÞÞ (4.7)

FIGURE 4–3 Matched filter output.
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The matched receiver output for any other symbol would be for
2Ts=2# t# 2Ts=21Δt (when Δt 6¼ 0):

yiðtÞ5 expð2πjðaðt1Ts 2ΔtÞ1 bÞðt1Ts 2ΔtÞÞ3 expð2 2πjðaðTs 2 tÞ1 bÞðTs 2 tÞÞ (4.8)

yiðtÞ5 expð2πjð2tðb2 aΔt2 2aTsÞ1 aΔt2 2 2aΔtTs 2 bΔtÞÞ (4.9)

And for 2Ts
2 1Δt# t# Ts

2 :

yiðtÞ5 expð2πjðaðt2ΔtÞ1 bÞðt2ΔtÞÞ3 expð2 2πjðaðTs 2 tÞ1 bÞðTs 2 tÞÞ (4.10)

yiðtÞ5 expð2πjð2tðb2 aΔt1 aTsÞ1 aΔt2 2 bΔt2 aT2
s 2 bTsÞÞ (4.11)

Hence,

yiðtÞ5

expð2πjð2tðb2 aΔt2 2aTsÞ1 aΔt2 2 2aΔtTs 2 bΔtÞÞ; 2Ts

2
# t#

2Ts

2
1Δt

expð2πjð2tðb2 aΔt1 aTsÞ1 aΔt2 2 aT2
s 2 bTs 2 bΔtÞÞ; 2Ts

2
1Δt# t#

Ts

2

0; otherwise

8>>>>><
>>>>>:

(4.12)

Then, the output signal is analyzed to identify the presence of the sharp narrow peak in
frequency domain, which is at “3” and “15” in Fig. 4�3. The sharp narrow peak occurs at the
time index corresponding to the constant value of the coded chirp.

4.2.1.6 Packet structure and time on air
Fig. 4�4 shows the packet structure used by LoRa. LoRa offers a maximum packet size of
256 bytes. More details on the LoRa packet structure can be found in [5]. For the purpose of
this chapter, the main part of interest is the preamble that is a sequence of constant
upchirps, two downchirps, and a quarter of upchirp.

The receiver uses the preamble to start synchronizing with the transmitter. The LoRa
packet ToA can be defined as:

Tair 5Tpreamble 1Tpayload (4.13)

where Tpreamble is the preamble duration and Tpayload is the payload duration that also
includes optional header and cyclic redundancy check (CRC) fields. Without going into the

FIGURE 4–4 LoRa PHY frame format.
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details of exact ToA computation, which can be found in [5], one can say that SF and BW
have direct influence on the ToA of the LoRa packet, as these parameters typically define the
symbol rate: higher SF increases ToA, while higher BW decreases ToA at the cost of lower
receiver’s sensibility.

4.2.2 PHY performance

Fig. 4�5 shows the bit error rate (BER) performance of LoRa-based PHY, plotted over the
signal-to-noise ratio (SNR). Vertical axis shows different bit error rate values and horizontal
axis shows SNR values. Fig. 4�5 shows the impact of SF: increasing SF decreases noticeably
the BER at the cost of a reduced data rate and increased ToA. These results have been pro-
duced with CR5 0 and BW 5 125 kHz.

Table 4�2 shows the data rates associated with the spreading factor SF and the coding
rate CR. It can be easily noticed that CR also affects the data rate. But increasing SF and CR
helps combat the harsh wireless conditions.

FIGURE 4–5 BER with different SF values and CR50.

Table 4–2 Data rates offered in LoRa.

SF Data rate ðCR5 0Þ CR Data rate ðSF57Þ

7 6:8 kbps 0 6:8 kbps
8 3:9 kbps 1 5:4 kbps
9 2:1 kbps 2 4:5 kbps
10 1 kbps 3 3:9 bps
1 671 bps 4 3:4 kbps
12 366 bps � �
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4.2.3 Interference in LoRa

A LoRa network does not define any particular channel access control, and it is therefore
similar to a pure so-called ALOHA system. One of the limitations of ALOHA-based systems is
its blind transmission strategy that allows the transmitters to transmit whenever there is a
frame to send without carrier sensing. The vulnerable time in pure ALOHA-based network is
twice the frame time, for example 23Tair in LoRa. That means, a packet will be destroyed by
any overlapping transmission starting in the time window that starts one packet time before
the transmission of the packet and closes at the end of the transmission of the packet.
Hence, the throughput of such network is: [6]

η5Ge22G (4.14)

“2” in the superscript of exponential is because the vulnerable time is twice the frame
time Tair. G represents average number of transmission attempts during frame time.

If we consider a large ALOHA LoRa network, transmission attempts occur according to
the Poisson process with average rate G attempts per slot. If we assume equal-length packets
and only nodes with same SF will collide, then G can be defined as the average number of
attempts per time frame:

G5N 3 pi 3λi 3Tair (4.15)

where Tairi is the ToA of one LoRa frame (stated in Eq. 4.13), λi is the packet generation rate
of all N end-devices using SFi in a network, and pi the probability that an end-device uses
SFi. The maximum throughput of pure ALOHA system can be defined by taking the deriva-
tive of Eq. (4.14) with respect to average traffic G and setting it equal to zero,
d=dGðGe22GÞ5 0, gives G5 1=2. Substituting this value into Eq. (4.14) gives:

η5
1

2e21
5 0:1839 (4.16)

So, pure ALOHA-based network can give 18.39% of maximum efficiency. For LoRa modu-
lation, this efficiency can be increased by improving the receiver technique. Fig. 4�6 shows
a collision occurring between two consecutive LoRa symbols.

I1 and I2 are the symbols from the interference signal. Rs is the symbol of the ongoing
transmission. The expression for 2Ts=2# t# 2Ts=21ΔT can be written as:

Si1 ðtÞ5 SðtÞ1
expð2πjðaðΔT 2 t1Δt1Þ1 bÞðΔT 2 t1Δt1ÞÞ; ð1Þ
expð2πjðaðΔT 2 t1Δt1 2TsÞ1 bÞðΔT 2 t1Δt1 2TsÞÞ; ð2Þ
0; otherwise

8><
>: (4.17)

Where conditions (1) and (2) are, respectively, 2Ts=2# t# 2Ts=21Δt1 and
2Ts=21Δt1 # t#Ts=2. Then, the expression for 2Ts

2 1ΔT # t#Ts=2 can be written as:
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Si2 ðtÞ5 SðtÞ1
expð2πjðaðt1Ts 2ΔT 1Δt2Þ1 bÞðt1Ts 2ΔT 1Δt2ÞÞ; ð3Þ
expð2πjðaðt2ΔT 1Δt2Þ1 bÞðt2ΔT 1Δt2ÞÞ; ð4Þ
0; otherwise

8><
>: (4.18)

Here, conditions (3) and (4) are, respectively, 2Ts=2# t# 2Ts=21Δt2 and
2Ts=21Δt2 # t#Ts=2. At this point, multiplication with downchirp DðtÞ is performed, and
the expression would be:

yi1 5 Si1 ðtÞ3DðtÞ

yi2 5 Si2 ðtÞ3DðtÞ

yi1 ðtÞ5 yiðtÞ1

expð2πjð2atðTs 2ΔT 2Δt1Þ1 aðΔT2 1Δt21 2T2
s 1 2ΔTΔt1Þ

1 bðΔT 1Δt1 1TsÞÞÞ; ð1Þ
expð2πjð2atð2Ts 2ΔT 2Δt1Þ1 að2ΔTΔt1 2 2TsΔT 2 2sΔt1

1ΔT2 1Δt21 Þ1 bðΔT 1Δt1 2 2TsÞÞÞ; ð2Þ
0; otherwise

8>>>>>><
>>>>>>:

(4.19)

yi2 ðtÞ5 yiðtÞ1

expð2πjð2tð2aTs 2 aΔT 1 aΔt2 1 bÞ1 að2TsΔt2 2 2TsΔT

2 2ΔTΔt2 1ΔT2 1Δt22 Þ1 bðΔt2 2ΔTÞÞÞ; ð3Þ
expð2πjð2tðaTs 2 aΔT 1 aΔt2 1 bÞ1 aðΔT2 1Δt22 2T2

s

2 2ΔTΔt2Þ1 bðΔt2 2ΔT 2TsÞÞÞ; ð4Þ
0; otherwise

8>>>>>><
>>>>>>:

(4.20)

The frequency response of Eqs. (4.19) and (4.20) will give sharp narrow peaks at time Δt,
Δt1 and Δt2 that correspond to the constant value of the coded chirps, as shown in Fig. 4�7.
The receiver can make the decision by selecting the peak with the highest amplitude value.

The receiver can successfully differentiate between the interferers based on their received
power values. The problem occurs when one or more interferers carry either the same value

FIGURE 4–6 Interfering LoRa symbols at receiver.
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ðΔt5Δt1 5Δt2Þ so that their power adds up or have an equivalent or more power than the
useful one. In Fig. 4�8, first interferer has the same received power as the useful user and in
Fig. 4�9, all interferers contain the same value ðΔt5Δt1 5Δt2Þ, which causes an increase
in peak value in the frequency domain.

4.2.4 Orthogonality of LoRa transmissions

The spreading factor SF in LoRa is the ratio between symbol rate Rs and chip rate Rc:
SF 5 log2ðRc=RsÞ. LoRa employs six spreading factors from 7 to 12 that provide some sort of
orthogonality in data transmission (collision-free) occurring on the same frequency. This
orthogonality property can be explained as follows: different SF will give a different chirp
rate, which is the change in the frequency with respect to time. As CSS uses frequency chirps
with linear variation of frequency over time, when plotting frequency against time the chirp
rate will be the slope of the line. Therefore, theoretically, different SF will give different
slopes that provide the orthogonality property.

However, when using a LoRa combination of BW and SF, not all combinations are
orthogonal because some of them define the same chirp rate (same slope) [7]. This can be
further explained as follows: the slope (chirp rate) can be defined as slope5 ðfmax 2 fminÞ=Ts,
where Ts is the symbol duration. As the symbol rate is Rs 5BW=2SF then
Ts 5 1=Rs 5 2SF=BW . With fmax 2 fmin 5BW we have slope5BW � ðBW=2SF Þ5BW 2=2SF .

FIGURE 4–7 Coded chirps at 30, 100, and 128 (different TX power). SF58.

FIGURE 4–8 Coded chirps at 30, 100, and 128 (same TX power). SF58.

FIGURE 4–9 FFT of three coded chirps at 128. SF58.
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For instance, if we take SF7BW125, SF9BW250, and SF11BW500, we have the same chirp rate
that is 122070312.5. Fig. 4�10 shows all BW and SF combinations indicating those that are
not orthogonal by an “x.”

It is also worth mentioning that [8] reported some issues with different SF values when
there is high power difference such as in near-far conditions.

4.3 Dealing with interferences in LoRa
When dealing with dense deployment scenarios, one of the most immediate questions is
“How does LoRa scale?”. This question has been addressed by a number of articles [9�14],
to name a few. Before providing some answers, it is necessary to distinguish scalability pro-
vided by the LoRa lower layers from the scalability provided by applying higher-level
mechanisms or regulations and also scalability provided by dedicated hardware such as in
LoRaWAN-compliant gateways based on the SX1301 radio concentrator capable of simulta-
neous listening on eight frequency channels, each channel also capable to handle different
SF values.

SF 7 8 9 10 11 12 7 8 9 10 11 12 7 8 9 10 11 12

BW 125 125 125 125 125 125 250 250 250 250 250 250 500 500 500 500 500 500

7 125 x x x

8 125 x x x

9 125 x x

10 125 x x

11 125 x

12 125 x

7 250 x x

8 250 x x

9 250 x x x

10 250 x x x

11 250 x x

12 250 x x

7 500 x

8 500 x

9 500 x x

10 500 x x

11 500 x x x

12 500 x x x

FIGURE 4–10 Orthogonality of SF and BW combination. x5not orthogonal.

Chapter 4 • Radio channel access challeng 75



When considering only the LoRa lower layers that mainly consist in the physical layer
without any Listen Before Talk (LBT, or Carrier Sense) mechanism, a simple scalability study
can use the simple ALOHA model shown in Section 4.2.3. If we add SF orthogonality as
explained previously, we can consider that each orthogonal BW and SF combination pro-
vides an independent ALOHA channel. Here, the issue is how to distribute or assign a given
(BW , SF) combination to devices. We will discuss this issue and present the adaptive data
rate (ADR) mechanism proposed by the higher-level LoRaWAN specification in Section 4.3.1.

At the highest level, limitation of device’s duty cycle imposed by regulation agencies, or
by a user community with a so-called “fair share” approach such as the one proposed by
TheThingsNetwork, can be a solution to reduce uplink traffic and thus the collision probabil-
ity. This will be explained in more detail in Section 4.3.2.

4.3.1 Impact of adaptive data rate

The LoRaWAN specifications [15] (v1.1 at the time of writing) propose an ADR mechanism
for optimizing data rates, airtime, and energy consumption in the network. By optimizing,
that is mainly reducing, airtime, contention on the radio medium is also reduced and thus
the collision probability. Basically, LoRa gateways can use information, such as RSSI and/or
SNR, from uplink messages from a given device to determine the “margin” that is still avail-
able to correctly demodulate messages. This margin is used to determine how much the
device can increase its data rate, therefore reducing the airtime. Practically, airtime can be
reduced by using higher value for BW and/or smaller value for SF. After determining the
new parameters, a downlink command message will be sent by a gateway to a device to set
the new data rate.

The agility of the ADR mechanism has been studied in Ref. [16]. The authors reported
that the convergence time can be very high because many packets need to be received by
gateways. As network size increases the convergence time increases, as well due to high con-
tention on the radio medium: “from around 200 minutes for a 100-node network to more
than 3000 minutes for a 4000-node network.” The convergence time also increases signifi-
cantly when the link quality degrades. The explanation by the authors is as follows: devices
need lots of time to move from lower to higher value of SF to regain connectivity because
the process unfortunately requires devices to lose sufficient number of sent packets before
moving to higher SF.

For static devices, as it is most likely the case in a large variety of IoT deployment, the
ADR mechanism can indeed help to reduce the ToA of uplink transmissions. However, as
many devices can converge to use the same LoRa parameters, collision probability may
increase, leading to lower link quality, thus impacting convergence time as observed in [16].
We believe there is a risk that the ADR mechanism will make gateways and devices oscillat-
ing from one parameter combination to another without taking into account that more vari-
ety in (BW , SF) combinations provides more orthogonality, making the system closer to N
independent ALOHA channels. These issues certainly need more studies in the future to see
how smarter parameter assignment strategies can be proposed as slightly addressed in [12].

76 LPWAN Technologies for IoT and M2M Applications



There are also some interesting works on scheduling LoRa transmissions when the network
size is not too large [17�19].

4.3.2 Impact of duty-cycle limitation

The flexibility of long-range transmission in the unlicensed bands comes at the cost of stric-
ter legal regulations such as limited duty-cycling, for example maximum transmission time
per hour. For instance, in Europe, electromagnetic transmissions in the unlicensed EU
863�870 MHz industrial-scientific-medical (ISM) band used by Semtech’s LoRa technology
falls into the ETSI’s short-range devices (SRD) category. The ETSI EN300-220-1 document
[20] specifies for Europe various requirements for SRD, especially those on radio activity.
Basically, a transmitter is constrained to 1% duty cycle (i.e., 36 s/h) in the general case. This
duty-cycle limit applies to the total transmission time, even if the transmitter can change to
another channel. Note that this duty-cycle limitation approach is also adopted in China in
the 779�787 MHz ISM band. US regulations in the 902�928 MHz ISM band do not specify
duty cycle but rather a maximum transmission time per packet with frequency hopping con-
straints. LBT along with adaptive frequency agility can be used to go beyond the 1% duty-
cycle limit but then additional restrictions are introduced: the ToA for a single transmission
cannot exceed 1 s. If this 1 s limit is respected, then the transmitter is allowed to use a given
channel for a maximum Tx on time of 100 s over a period of 1 hour for any 200 kHz
bandwidth.

Therefore, due to regional restrictions on operation in licensed free ISM bands, frame
generation rate λi usually depends on the duty cycle D and ToA. If we assume that deployed
network locates in Europe, then according to ETSI 1% duty cycle applied on the usage of
each subband [21].

λi 5
D
Tairi

or λi 5
1

Tof fi 1Tairi
(4.21)

Higher specifications such as LoRaWAN can define ðTof fi 5 ðTairi=DÞ2Tairi Þ to be the min-
imum period during which a device cannot access the medium due to the duty-cycle restric-
tion. In this case Eq. (4.14) becomes:

ηi 5 piλiNTairi e
ð22piλiNTairi Þ; iASF (4.22)

The term e22G is called probability of successful transmission P of a frame and 0#P# 1.
For a LoRa network, it can be defined as:

Pi 5 eð22piλiNTairi Þ; iASF (4.23)

The outage probability will be:

Pouti 5 12Pi ; iASF (4.24)
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For simplicity, we are going to consider that different spreading factors do not interfere, and
we are interested in the limit in successful transmissions in a LoRaWAN system. If the probabil-
ities pi for an end-device to use SFi are the same, then the definition of Tof fi will make the load
on each SF similar. In Fig. 4�11, we illustrate the probability of successful transmission
depending on the number of users and SF when p72. 12 5 ½0:19; 0:08; 0:10; 0:14; 0:20; 0:28�.
With the increase in the network size, the probability of successful reception drops due to an
increase in collisions in the network but is higher than a traditional ALOHA system thanks to
the duty-cycle limitations. Our analytic results shown in Fig. 4�11 are consistent with simula-
tion results presented in Ref. [13].

4.3.3 Interference mitigation: capture effect

LoRa PHY is a kind of frequency modulation that manifests capture effect (CE). In the past,
many theoretical studies on CE have been performed to increase the packet reception rate
(PRR) of a network, in the presence of a collision. But in the context of LoRa, not much
research has been done. Practical studies in Refs. [9,13,14,22] have shown CE for LoRa-based
system. In Ref. [23], authors presented capture study on equal power collisions in the pure
ALOHA-based 802.15.4 system. In Ref. [24], authors state that their collision detection
approach can differentiate between a packet collision and packet loss for 802.15.4-based
system.

In general, the receiver keeps monitoring for the new potential preambles and if its
signal-to-interference noise ratio (SINR) is above a given ratio, receiver stops ongoing recep-
tion and resynchronizes with the new packet and demodulates the signal. We are going to
characterize CE in the next section (the probability for a packet to be decoded despite the
presence of one interferer). Note that for the sake of simplicity, we only consider two-packet

FIGURE 4–11 Probability of successful transmission.
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collision scenario. This analysis can be extended to three or more packet collisions. The cap-
ture characteristics of any radio transceiver depend on the modulation, decoding schemes,
and its hardware design and implementation. In a radio-frequency interference environment,
a particular signal X can be successfully decoded if:

SINRX 5
PXP
PI 1σ2

.Th (4.25)

where PX is the source signal strength,
P

PI is the aggregate interference strength from
the other active users in the network, σ is the channel noise coefficient, and Th is the min-
imum SINR threshold required to successfully decode signal X . When two or more packets
collide, with CE, it is still possible to receive one of them. CE enables the receiver to
decode a packet that satisfies Eq. (4.25), even if it arrives during the reception of an ongo-
ing packet.

For a LoRa modulation, as shown in Figs. 4�8 and 4�9, only the strength of the strongest
interferer will matter as long as the simultaneous number of interferers is not too high and
the probability to have interferers with a shift that falls at the same time remains low. So
Eq. (4.25) will become:

SIRX 5
PX

PI
.Th (4.26)

In the literature [14,22�25], usually, two capture scenarios are taken into account. Both
capture scenarios are shown in Fig. 4�12.

FIGURE 4–12 Capture Scenarios: (top): Stronger First and (bottom): Stronger Last.
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• Decoding the First: During the reception of a packet, a second packet arrives and creates
collision. In this case, receiver synchronizes with the first packet and tries to perform
successful reception.

• Decoding the Last: Another scenario would be to decode the packet that arrives later.
This necessitates to be able to detect the preamble of the second packet and then to
correctly decode the packet.

It is worth mentioning that a recent work proposes a mechanism able to decode both
transmissions either when there is a small time difference between the two signals or when
they are well synchronized [26].

4.3.3.1 Capture effect simulations
We first conducted simulations and generated random collisions at the receiver by generat-
ing two LoRa packets with time difference ðT0 #ΔT #TairÞ. The first signal arrives at T0 and
the second signal arrives after a random duration, within the Tair of the first packet. The
transmission of an interfering packet can start at any time, and overlapping length ΔT of
both packets varies randomly. The goal here is to identify under which power settings the
collision detection and successful reception will work. In both cases, PRR is measured at the
receiver, in simple steps as follows:

• Preamble detection: if preamble detection is valid, then it passes for sync word detection.
• Sync word detection: after the receiver detects the preamble it searches for the sync word

and finds the starting of the header.
• Validation of header and payload: if header and payload data are not corrupted, then it is

considered as successful frame reception.

The packet structure used in these simulations is shown in Fig. 4�4. The preamble
consists of four upchirps, two downchirps, and a quarter of an upchirp. However,
increase in preamble duration can improve the detection probability. An explicit
header is used with a 2-byte CRC. The header is encoded with CR5 4. The payload is
20 bytes long, with no channel encoding CR5 0 and SF 5 8. Channel coding is used to
improve the reliability of the communication system by adding redundancy in the
transmit data.

Fig. 4�13 presents the capture results. The probability of successful reception is calcu-
lated with 1000 packets transmissions for each power setting on random overlapping lengths
ΔT . The x-axis shows signal-to-interference (SIR) power and y-axis shows the probability of
successful reception with capture. Note that we do not expect that the received power order-
ing is known a priori. From Fig. 4�13, we can assume that if the received power difference
between two interferers is around 1 dB, the receiver can successfully decode the strong
packet. Thus, Eq. (4.26) can be expressed as:

SIRX 5
PX

PI
$ 1 dB (4.27)
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Successfully decoding one of the colliding packet can significantly increase the system
throughput of any network. In the presence of CE, the total throughput of the system of N
nodes can be expressed as:

ηCE 5G3 ½Pðno collisonÞ1PðcollisonÞ
XG
i51

PðSIRi .ThÞ� (4.28)

Pðno collisonÞ and PðcollisonÞ are probability of no collision and probability of collision
at the receiver, respectively. Th is a threshold value set on signal to interferer i power ratio
SIRi of received signal.

In a pure ALOHA network, a node can successfully transmit a frame if no other node has
a frame to transmit during two consecutive frame times (vulnerable time 2Tair). The proba-
bility of a node having no frame to send is ð12 pÞ. The probability that none among the rest
of N 2 1 nodes have a frame to send will be ð12pÞN21. The probability that none of the
N 2 1 nodes have a frame to send during the vulnerable time is ð12pÞ2ðN21Þ. Then the proba-
bility of being alone of a particular node will be P5 pð12pÞ2ðN21Þ.

4.3.3.2 Capture effect experimentations
In Refs. [13,14], the authors experimentally proved the possibility of successful reception of
concurrent transmissions using LoRa’s modulation. They concluded that there are two
important things to keep an eye on. First, the start time of the collision and second is the
interfering signal strength. The authors concluded that when the received signal strength
indication (RSSI) from the interfering signal is the same or lower than the signal being inter-
fered, and that if the interfering transmission starts after the preamble of the transmission
being interfered, then the interfered transmission will be received correctly. They found that

FIGURE 4–13 Capture results with SF58, CR50, and BW 5125 kHz.
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to synchronize with a transmitting node, the receiver only needs six symbols of the preamble
to be received without collision.

More detailed experimentations with very accurate timing have been performed in Ref.
[13]. The authors also tested the case when the RSSI of the interfering transmission is higher
at the receiver than the interfered transmission. They found that if the interfering transmis-
sion or interfering signal starts after the end of the preamble and header time, the transmis-
sion being interfered will be received with wrong payload CRC. However, in case the last six
symbols of the transmitter’s preamble can be received correctly, the receiver can synchronize
with the transmitter and the reception can be successful. It is also important to note that the
authors only used the 125-kHz channel bandwidth, and they think that additional experi-
ments are required for other bandwidth channels.

In order to get accurate timing, authors in Ref. [13] experimented with devices placed
close together and all connected to a timing unit. We performed additional experiments to
get results in a real setting with more LoRa transmission parameters.

4.3.3.2.1 Capture effect setting
Our experimentation setting consists of two transmitters (one master and one slave node)
and two receivers (gateways) as depicted in Fig. 4�14: the master node is at around 25 m
from the gateway and the slave node was placed at a distance of around 150 m from the
same gateway. Tests are performed outdoor in LOS conditions.

To synchronize the transmitter nodes, the master node continuously sends a message to the
slave node. On receiving a message from the master, the slave acknowledges the reception of
the message by sending an ACK. The slave node synchronizes with the master’s clock by taking
the message reception time and subtracting the ToA of the message from it. The master node
on receiving the ACK performs the same action: it takes the ToA of the ACK and removes it
from the time of reception of the ACK, hence synchronizing with the slave clock. Once the nodes
are synchronized, they start broadcasting a message every 25,000 ms. We switch on an LED at
the beginning of a transmission to visually check that the nodes have successfully synchronized.

Once the nodes are synchronized, to analyze the CE, the nodes start transmitting at the
same time. Then, every 10 messages, we add a predefined delay at the slave node (the delay
is approximately 1/8th of the ToA of the transmitted message): the first 10 messages (round
0) are sent at the same time by both nodes, the next 10 messages (round 1) are sent by the
slave with a delay and so on. If tmaster is the transmission time at the master, the slave will
send its message at tslave 5 tmaster 1 r � delay, where r is the round number. The delay is
introduced after every 10 messages until there is no transmission overlap.

FIGURE 4–14 Experimentation setting.
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We tested three different LoRa settings by varying bandwidth BW and the spreading fac-
tor SF. We also performed the tests with different maximum power settings for each trans-
mitting node. We also performed the tests with different maximum power settings for each
transmitting node: first with both the transmitters having the same maximum output power
of 14 dBm, then we reduce the maximum output power of the slave node to 12 dBm for the
second test and 10dBm for the third test. Finally, we did a final test with both the transmit-
ters having maximum output power of 10 dBm. Code rate CR is kept same for all the experi-
ments. Both transmitters have the same payload, which is 240 bytes, which will remain
constant throughout the experiment. The master and slave nodes are Arduino Nano boards
each equipped with a LoRa inAir9 radio module. All the communication took place at
868 MHz frequency band. Two gateways are used: one is an Arduino Nano with the same
inAir9 radio module and one is a LoRaWAN RAK831 gateway with an SX1301 radio concen-
trator running a simple util_pkt_logger program.

4.3.3.2.2 Results Test 1
For the first group of tests, we have BW set to 125 kHz and SF to 12. For a payload of 240
bytes, the ToA is 8870 ms. The slave uses a delay increment of 1000 ms every 10 messages.
Fig. 4�15 shows the results when we put the slave node at 14 dBm (same as master), then at

FIGURE 4–15 LoRa test 1.
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12 and 10 dBm. In these results, we clearly see that we were able to receive most of the mes-
sages from the master, hence proving the CE. When the slave reaches a cumulative delay of
9000 ms, there is no overlap anymore and gateways receive from both transmitters.

4.3.3.2.3 Results Test 2
For the second group of tests, SF is now 10, while BW remains at 125 kHz. ToA is now
2206 ms and the slave uses a delay increment of 300 ms. Results are summarized in
Fig. 4�16 and again confirm the CE as 89% of the messages were received.

4.3.3.2.4 Results Test 3
For the third group of tests, BW is now set to 250 kHz and SF remains at 10. Toa is 1100 ms
and the slave uses a delay increment of 300 ms. The results were found very similar to Test
1, with 94.5% of the messages received with no error.

4.3.3.2.5 Test in indoor conditions
We also performed the three previously described scenarios in indoor conditions. While the
main results remain the same confirming the CE for the strongest and first transmitted mes-
sages, there is more instability in the results and no packets can be received in many cases.

FIGURE 4–16 LoRa test 2.
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4.3.4 Interference mitigation: interference cancellation

As we have described earlier, in LoRa, collision occurs due to the simultaneous arrival of two
or more packets with the same SF at the receiver. According to CE, the strongest packet can
be received successfully and the other packet will be considered as interference. However,
successive interference cancellation facilitates the recovery of weaker packet too, as well.
First, stronger signal is decoded normally; decoded signal is then subtracted from the com-
bined signal. Then, weaker signal is extracted from the residue [27]. In case of multiple inter-
ferences, this can lead to an iterative process. The strongest signal is detected first from the
received signal and then the next strongest and so on. After each signal’s decoding, the
received signal for that user can be reconstructed by recreating the transmit signal and
applying an estimate of the channel to it. This can be subtracted from the composite
received signal, which then allows subsequent users to experience a cleaner signal. A block
diagram of CE and successive interference cancellation (SIC) is shown in Fig. 4�17.

There is very little work on SIC for LoRa to the best of our knowledge. In Ref. [28], the
authors use simulation to optimize gateway placement when interference cancellation can
be realized. In Ref. [29], the authors investigated SIC for UNB networks due to its specific
interference behavior. Here, we try to provide some simple analytic results to show SIC
potential benefits when considering SIC as pure receiver technique, which means it does not
require any type of modification on the transmitter.

Let us assume a LoRa network consisting of a gateway node (receiver) and N transmitters
scattered around the gateway node in Poisson field Φ5 fðLi;HiÞgCℝd 3ℝ1. Where Li represents
the location of each transmitting node and Hi is the channel attenuation coefficient. The SIR-

FIGURE 4–17 Block diagram for CE and SIC.
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based successful decoding of single user is defined in Eq. (4.26). Which says that a particular sig-
nal X at LAΦ can be decoded successfully if its SIR is greater than some threshold. Any signal xr
can be decoded successfully from the residue of received signal Y ðtÞ5Pactive users XiðtÞHiðtÞ, if
its signal to residual interference plus noise power ratio S IrRx is:

SIrRx 5 Π
n Pi

Pi11
$Th (4.29)

Figs. 4�18 and 4�19 show the probability of successful decoding of the packets and
throughput of LoRa-based system with collisions, consecutively. We have varied the network
size N . The assumption is that all the nodes are using the same SF, and their packet genera-
tion rate is given in Eq. (4.21). It can be observed that CE and SIC can significantly improve

FIGURE 4–18 Probability of successful transmission.

FIGURE 4–19 Throughput.
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network performance. This case can be considered a worst-case scenario because no chan-
nel coding is used which would significantly improve the performance.

4.4 Channel access: sharing the bandwidth
Sharing the wireless channel is a joined task of the PHY and media access control (MAC) layer.
While sharing at PHY layer is usually done with advanced signal coding/modulation schemes,
sharing at MAC layer usually assumes that simultaneous transmissions at PHY layer will result
in interferences leading to so-called packet collisions. Therefore, MAC layer sharing mechanisms
usually implement either a time-division multiple access (TDMA) method or a competition-
based approach where nodes compete to get the channel. We focus here in the latter category
as TDMA methods need a high synchronization level (note that Zorbas et al. [17] did propose a
TDMA-like scheduling mechanism for LoRa). In the competition-based category, random access
protocols such as the early ALOHA and various variants of carrier-sense multiple access (CSMA)
are widely used in wireless networks because of their relative simplicity and their distributed
operation mode that does not require coordination nor overwhelming signaling overheads.
There has been a notable amount of research done on the performance of ALOHA and CSMA
in wireless networks. It is beyond the scope of this paper to go through all these contributions
but interested readers can refer to Refs. [30�32] as a starting point.

4.4.1 Review of media access control mechanisms

4.4.1.1 IEEE 802.11
Among many CSMA variants, the one implemented in the IEEE 802.11 (Wi-Fi) is certainly
one of the most used in wireless networks thanks to the worldwide success of Wi-Fi technol-
ogy and is therefore quite representative of the approach taken by most of random access
protocols with so-called backoff procedure. Fig. 4�20 illustrates the IEEE 802.11 CSMA
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DIFS
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DATA

DIFS

DIFS

Unsuccessful DIFS

Stop counting if
channel
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infrastructure mode where a
base station is the central point
of the network

FIGURE 4–20 IEEE 802.11 DCF CSMA/CA.
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mechanism used in the basic distributed coordinated function (DCF) mode, which is the
common operation mode of Wi-Fi networks with a base station. In this basic mode, the
optional received signal strength indication mode is not used. The basic DCF IEEE 802.11
CSMA/CA (collision avoidance) works as follows:

• Collision detection is not used since a node is unable to detect the channel and transmit
data simultaneously, thus CA variant.

• A node senses the channel to determine whether another node is transmitting before
initiating a transmission.

• If the medium is sensed to be free for a DCF interframe space ðDIFSÞ time interval, the
transmission will proceed (green DIFS).

• If the medium is busy (red DIFS), the node defers its transmission until the end
of the current transmission and then it will wait for an additional DIFS interval
before generating a random number of backoff slot time chosen in the range ½0;W 2 1�.
W is called the backoff window or contention window.

• The backoff timer is decreased as long as the medium is sensed to be idle, and frozen
when a transmission is detected on the medium, and resumed when the channel is
detected as idle again for more than DIFS.

• When the backoff reaches 0, the node transmits its packet.
• The initial W is set to 1. W is doubled for each retry (exponential backoff) until it reaches

a maximum value.
• If the maximum number of retries is reached, report error to higher layers.

The random backoff timer is applied after a busy channel because it is exactly in that
case that the probability of a collision is at its highest value. This is because several users
could have been waiting for the medium to be available again.

4.4.1.2 IEEE 802.15.4
Closer to the domain of IoT, IEEE 802.15.4 was for many years the standard for low-power
devices such as wireless sensor networks (WSNs). Being a short-range technology (about
100�200 m in real deployment), 802.15.4 is complemented at higher layers with multihop
routing mechanisms. At the MAC layer, IEEE 802.15.4 proposes both nonbeacon-enabled
mode with unslotted CSMA/CA channel access mechanism and beacon-enabled networks
with slotted CSMA/CA. Here, again, we are describing the nonbeacon-enabled mode as the
beacon-enabled needs a coordinator and higher level of synchronization that is definitely
not suited for LoRa IoT networks. The IEEE 802.15.4 nonbeacon-enabled with unslotted
CSMA/CA mode works as follows:

• Collision detection is not used since a node is unable to detect the channel and transmit
data simultaneously, thus CA variant.

• Before a transmission, a node waits for a random number of backoff periods chosen in
the range ½0:2BE 2 1�. backoff exponent (BE) is set to 3 initially.
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• If at the end of the waiting time the medium is sensed to be free (clear channel
assessment, CCA) the transmission will proceed.

• If the medium is busy, the node defers its transmission, increases BE until it reaches a
maximum value, and waits for additional ½0:2BE 2 1� backoff periods.

• If the maximum number of retries is reached, report error to higher layers.

Compared to IEEE 802.11, IEEE 802.15.4 always implements a backoff timer prior to any
transmission and simply increases the backoff timer interval each time the channel is found
busy for the same packet, without constantly checking the channel to know when it is going
back to idle. There are several reasons for these differences. One reason is that simply increas-
ing the backoff timer interval is less energy-consuming than determining the end of the current
transmission, especially if the transmission of a packet can take a long time (802.15.4 usually
runs at 250 kbps while 802.11 runs at 11 Mbps and above). Another reason is that the node
and traffic density of IEEE 802.15.4 networks is expected to be much smaller than those of Wi-
Fi networks. There is an additional reason 802.15.4’s CSMA is different from 802.11’s CSMA:
802.15.4 for WSN mainly runs under mesh topology (i.e., P2P and without central coordinator)
with a shorter radio range (i.e., low transmit power); therefore the spatial reuse is higher, con-
tributing again to decrease the traffic density at any given point in the network.

Again, there has been a huge amount of research in improving the basic 802.15.4 MAC
protocol to better support multihop and duty-cycled low-power WSN. For instance, and to
name a few, sensor mac [33] which introduces synchronization features to have common
active periods and berkeley mac [34] and X-MAC [35], both with low-power listening capabil-
ities. Readers can refer to Ref. [36] for a survey of MAC protocols for WSN (Fig. 4�21).

4.4.2 Clear channel assessment in LoRa

Before investigating what CSMA approach can be adapted for LoRa, it is necessary to know
how a LoRa channel can be defined busy or idle to implement a carrier-sense mechanism.
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(2BE–1).bp (2BE–1).bp

DATA

BE = BE + 1

Channel busy
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802.15.4
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under the mesh topology where
multi-hop routing will forward
data to a sink

FIGURE 4–21 IEEE 802.15.4 nonbeacon unslotted CSMA.
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As LoRa reception can be done below the noise floor, the use of the RSSI is not reliable
enough. For CCA, there is a special channel activity detection (CAD) procedure that can be
realized by a LoRa chip. To assess the CAD reliability, we experimentally tested how the
CAD procedure can detect real transmissions on the wireless medium. We use a dedicated
device to constantly perform CAD procedure and another device to send periodic messages.
Fig. 4�22 shows two cases: (1) 44-byte message (40 bytes payload 1 4-byte header) every
15 s with a CAD procedure every 100 ms and (2) 244-byte message (2401 4) every 15 s with
a CAD procedure every 1000 ms. As can be seen in Fig. 4�22 the LoRa CAD procedure can
correctly detect all the LoRa transmission, and not only the preamble.

4.4.3 Adaptation from 802.11

As a first attempt toward a CSMA protocol for LoRa, we start by adapting the previously
shown 802.11 CSMA protocol and not the 802.15.4 one, although 802.15.4 is widely used in
WSN and early IoT implementation, for two reasons. The first reason is that LoRa network
architecture is mainly a single-hop star topology from devices to gateway, which is very simi-
lar to the Wi-Fi topology with a base station. Therefore the concept and the management of
the 802.11’s random backoff timer after a busy channel looks efficient for such an environ-
ment. The second reason for not starting from 802.15.4 comes from its initial random waiting
without channel sensing method that is more suitable for low-density networks than for
high-density networks that will definitely be the case for LoRa networks.

To adapt the 802.11 CSMA protocol, we first need to define how the DIFS operation can
be implemented. Usually, IFS should be related somehow to the symbol period Tsym. For
LoRa, Tsym depends on BW and SF as follows: Tsym 5 2SF=BW . For instance, LoRa mode 1
use BW 5 125 kHz and SF 5 12; therefore Tmode 1

sym 5 212=125; 0005 0:032768. In Ref. [37], it
is reported that the CAD duration is between 1.75Tsym and 2.25Tsym depending on the
spreading factor, see Fig. 4�23. We performed some experimental tests to verify the real
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FIGURE 4–22 Test of the LoRa CAD mechanism.
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CAD duration against what is given in Ref. [37]: Fig. 4�23 also shows the minimum and the
maximum values measured with a 1-ms accuracy clock (the Arduino millis() function). We
can see that the measured CAD durations are quite consistent.

In our current implementation DIFS does not depend directly on Tsym but on the dura-
tion of the CAD mechanism; therefore we assign an integer number of CAD to DIFS. Our
communication library provides a low-level doCAD(counter) function that takes an integer
number of CAD, that is counter, performs sequentially the requested number of CAD, and
returns to 0 if all CAD have been successful (no channel activity). If one CAD detects activity
the function exits with a value greater than 0. The DIFS procedure shown in Fig. 4�24 works
that way and once a failed CAD has been observed the node exits the DIFS procedure and
continuously checks for a free channel.

In Fig. 4�24, DIFS is assigned nine CAD, which gives a duration of about
93 61 ms5 549 ms for LoRa mode 1. At this point of the study, the duration of DIFS is not

LoRa
mode BW/SF

Tsym
(ms)

CAD
duration
(Tsym)45%

CAD
duration
(ms) min value max value

1 32.768 1.86 60.948 60 62

2 16.384 1.86 30.474 29 31

3 8.192 1.77 14.500 14 16

4 8.192 1.86 15.237 15 16

5 4.096 1.77 7.250 7 8

6 4.096 1.81 7.414 7 9

7 2.048 1.75 3.584 3 5

8 1.024 1.75 1.792 1 3

9 0.512 1.79 0.916 1 1

10

BW125SF12

BW250SF12

BW125SF10

BW500SF12

BW250SF10

BW500SF11

BW250SF9

BW500SF9

BW500SF8

BW500SF7 0.256 1.92 0.492 0 1

Experimental measures

FIGURE 4–23 Theoretical CAD duration and experimental measures.
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really important as we only need to be able to assert a free channel for a given duration.
The value of nine CAD provides enough time to detect channel activity and also provides the
possibility to define a much shorter timer (using three CAD for instance), such as the
802.11’s DIFS, to implement priority schemes is needed, and still be able to detect channel
activity. Then, the random backoff timer is also defined as a number of CAD because the
channel should be checked in order to freeze or continue the decrease of the backoff timer.
The upper bound, W , of the random backoff timer can be set in relation to the number of
CAD defined for DIFS. For instance, if DIFS5 9 CAD then W can be defined as n3DIFS.
For instance, if n5 2 then W 5 23 95 18 CAD.

It is also possible to double W for each retry (exponential backoff) until it reaches a maxi-
mum value. However, while 802.11 initiates a retry when no ACK is received after a given
time, the usage of acknowledgment is not common in LoRa as it is very costly for the gate-
way (the gateway is considered as a normal node and therefore its radio duty cycle can be
limited by regulations). Therefore there is no such retry concept with unacknowledged trans-
missions. Nevertheless, when 802.11 doubles W for each retry the underlying assumption for
the transmission errors is a denser channel. Here, we can follow the same guideline and
double W each time the channel cannot be found free for an entire DIFS, starting from the
second DIFS attempt. In the current implementation, we set W 5 18 CAD initially, and we
can double it three times so the maximum value is W 5 144 CAD which will give a maxi-
mum wait timer of 8784 ms for LoRa mode 1. If we add the value of the successful DIFS
which is 9 CAD, that is 549 ms, then the maximum total wait time after a busy channel is
about 9333 ms. which correspond roughly to the ToA of the maximum LoRa packet size.
This property remains roughly true for all the defined LoRa modes and therefore can avoid
waiting longer than necessary.

Fig. 4�25 shows an experiment with an image sensor sending four image packets (about
240 bytes per packet), while another device (interactive device) is sending medium-size

Sending. Length is 40
########################################
Packet number 1
Payload size is 40
ToA is w/4B header 2270
--> CarrierSense2: do CAD for DIFS=9CAD
--> DIFS duration 61
###1
--> Channel busy. Retry CAD until free channel
RRRRRRRRRRRRRRRRRRRRRRRRRRRRRR
--> found busy during 30 CAD
--> wait duration 1891ms
--> retry
--> DIFS duration 547ms
--> counting for 17 CAD
-----------------
--> found busy during 0
LoRa Sent in 2390ms
LoRa Sent w/CAD in 6231
Packet sent, state 0

DIFS

DATA

17

DATA

Stop counting if channel
becomes busy

DATA

30 CAD

DIFS

DIFS DIFS

DA

2 pkt lost

FIGURE 4–25 Experimental test of the proposed CSMA adaptation.
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messages of 40 bytes. The output is from the interactive device and it can be seen that the
adapted CSMA protocol can nicely avoid the collision by deferring the transmission of the
interactive message. In the illustrated experiment, transmission is deferred only once before
transmission succeeds as the time between two image packets is greater than a DIFS plus
the random backoff timer of 17 CAD.

Fig. 4�25 also shows the received image without any packet loss and two examples of
received images when there is no channel access mechanism (pure ALOHA). In all our tests,
the proposed CSMA protocol adapted from 802.11 and further referred to as CSMALoRa

802:11,
totally avoids packet losses for both the image sensor and the interactive device.

4.4.4 Channel activity detection reliability issues

By testing further the CSMA mechanism in various long-range deployment, we observed a
fast decrease of the CAD’s reliability when distance increases: although a transmission can
be successful at several kilometers, CAD starts to not reliably detect the whole transmission
when the distance to the sender is about 1 km (with dense vegetation, CAD reliability can
start to decrease even at 400 m). Fig. 4�26 shows CAD reliability with the same traffic pat-
tern previously shown in Fig. 4�22 but with the sender and the device performing CAD sep-
arated by 400 m with some trees between them. As can be seen, the CAD procedure fails to
detect channel activity many times during an ongoing transmission.

This CAD unreliability issue in real-world deployment scenario has a huge negative
impact on the CS mechanism. For instance, in the previously proposed CSMA adaptation
from 802.11, it is not possible anymore to rely on CAD to detect when the channel will
become really free after a busy state nor to rely on a successful DIFS as a free channel indi-
cation to start transmission. However, what can be observed in Fig. 4�22 and verified by the
tests that we performed is that during a long transmission the probability that all CAD
attempts fail is quite low. In all our tests, and up to 1 km in non line of sight conditions,
there have always been some successful CAD during any transmission.

4.4.5 A solution to protect long messages

The CAD reliability issue raised previously calls for a different approach to prevent collisions.
First, the previous DIFS is extended to the ToA of the longest LoRa packet in a given LoRa
setting, for example 9150 ms for 255 bytes when BW 5 125 kHz and SF 5 12. During this
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extended DIFSðToAmaxÞ, CAD procedure is performed periodically (for instance every
1000 ms as in Fig. 4�22—bottom). The purpose of DIFSðToAmaxÞ is to maximize the proba-
bility to detect an ongoing transmission, which can possibly be a long message with many
unsuccessful CADs, thus appearing by mistake as a short message.

Then, when a CAD fails during a DIFSðToAmaxÞ, instead of continuously waiting for a free
channel followed by a DIFS plus random backoff timer where CAD is checked constantly;
here, there is a simple constant waiting period (pure delay) of ToAmax. Again, the purpose of
the constant delay of ToAmax is to avoid performing CAD and transmission retries during the
transmission of a possible long message, as a successful CAD does not guarantee a free
channel. After the delay, the transmitter will try again to see a free channel for at least a
DIFSðToAmaxÞ and the process continues until a maximum number of retries have been
performed.

In all our experiments with the new proposed CSMA protocol, we can totally avoid packet
losses for both the image sensor and the interactive device even when the nodes are 100s of
meters away from each other. However, clearly, this is achieved at the cost of a much higher
latency [38].

4.5 Studying large-scale LoRa deployments
The rapid growth in the field of WSNs and IoT entails the need of creating new simulators
that have more specific capabilities to tackle interference and multipath propagation effects
that are present in the wireless environment. Finding a suitable simulation environment that
allows researchers to verify new ideas and compare proposed solutions in a virtual environ-
ment is a difficult task. Most of the existing open-source simulators are mainly used to study
routing protocols and they offer limited real-time interference and radio propagation model-
ing features for smart cities and IoT applications.

The CupCarbon open-source simulator is the main simulation kernel of the French ANR
project PERSEPTEUR that aims to develop models and algorithms for accurate simulations
of signal propagation and interference in a 3D urban environment [39]. This simulator runs
under the Java environment and can be downloaded from the Internet (http://www.cupcar-
bon.com). The main idea behind proposing CupCarbon is to keep simulation time short
while taking into account a realistic evaluation of the wireless interference in a 3D environ-
ment with an accurately simulated radio channel. It supports wireless communication inter-
ference models such as Gaussian and α-stable models [40�42] and includes a 3D ray-tracing
channel model. Focusing on physical layer, CupCarbon provides visualization of the impact
of wireless interference and signal propagation. In addition to LoRa physical layer,
CupCarbon also simulates the PHY layers of ZigBee (IEEE 802.15.4) and Wi-Fi (IEEE 802.11),
making it suitable to study smart cities scenarios using all these wireless technologies
(Fig. 4�27).

A WSN/IoT network can be prototyped with the CupCarbon’s intuitive graphical interface
that embeds OpenStreetMap framework to allow sensor nodes to be directly placed on the
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map. In addition, each sensor node can be individually configured by its command line with
the script called SenScript. From SenScript, it is also possible to generate codes for hardware
platforms such as Arduino.

4.5.1 The CupCarbon architecture

Fig. 4�28 shows the main modules of the CupCarbon simulator and we are going to present
the main modules relevant for LoRa networks.

4.5.1.1 Two-dimensional/three-dimensional city model module
2D/3D visualization of the urban environment and the deployed network is an important
part of a WSN/IoT simulation. The 3D environment helps to obtain an accurate deployment
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FIGURE 4–27 New CSMA proposition.

FIGURE 4–28 Main components of the CupCarbon architecture.
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in which the elevation can be taken into account. Fig. 4�29 shows an example of a city dis-
played in the 3D environment of the CupCarbon simulator. The 3D environment of
CupCarbon is composed of ground elevation, buildings, and various objects such as sensor
nodes. More details can be found in Refs. [43,44].

4.5.1.2 Radio channel propagation module
Two radio propagation models are integrated into CupCarbon. The first one is a 2.5D based
on a point to zone acceleration structure called visibility tree [45,46]. It provides the estima-
tion of channel attenuation and the channel impulse response according to a large number
of the receivers. The second model is a full 3D ray-tracing associated with a Monte Carlo
algorithm. Resulting data help to determine the quality of the wireless channel between
groups of the nodes and are used to decide whether a communication link can be estab-
lished or not, see Fig. 4�30.

4.5.1.3 Interference module
This block is the core contribution of CupCarbon. It can be further divided into two
categories:

1. PHY layer: a significant originality of CupCarbon is to propose very realistic models of
many WSN/IoT physical layers. The evaluation of a link quality can now be based on
accurate transmission conditions that consider the radio channel and the data encoding.

FIGURE 4–29 Example of a 3D display of a city in CupCarbon.
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2. Interference models: interference is a significant limiting factor in dense networks and
CupCarbon proposes Gaussian or α-stable models. Radio in congested areas on the map
can choose the impulsive interference model (α-stable model) while less congested areas
can use the Gaussian model instead.

FIGURE 4–30 Channel propagation module.
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4.5.2 LoRa PHY/media control access integration in CupCarbon

Data from the MAC layer to the PHY layer are provided by the user from SenScript program.
Then, a radio technology can be assigned: IEEE 802.11 or IEEE 802.15.4 or LoRa. Fig. 4�31
shows the block diagram of the whole procedure. With LoRa, the user must also assign the
spreading factor SF between 7 and 12. The receiver technique should also be mentioned. By
default, the receiver technique is none and the receiver will work normally without consider-
ing CE or successive interference cancellation. Default LoRa setting also uses the basic
ALOHA approach and a node transmits a packet as soon as it has data to send. As described
previously, ALOHA limits the system performance as it can only give 18.39% of maximum
efficiency. However, CE and SIC can be used to enhance the system performance.
More elaborated channel access methods such as the CSMA variants described in Section 4
can also be selected.

Fig. 4�32 shows the CupCarbon environment for the assignment of the parameters in
case of selecting LoRa communication protocol. It shows interconnected sensor nodes
placed arbitrarily. All the nodes are assigned the LoRa protocol. Nodes should be in the radio
range of each other to communicate. The LoRa gateway can be defined as one of the nodes.

For the transmission, first the transmitter generates an upchirp signal using the input SF. By
default the CR, SF, and BW values are considered to be 0, 8, and 125 kHz, respectively. Then,
there are interleaving and modulation operations. After applying the transmission functions, the
system calculates the parameters of the selected interference model, the Gaussian model, or
the α-stable model, and applies the interference model to the transmitted signal. The receiver
generates a downchirp signal using the appropriate SF and performs the demodulation.

FIGURE 4–31 Schematic view of LoRa PHY, CE, and SIC in CupCarbon.
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4.6 Conclusions
This chapter focused on LoRa LPWAN technology and presented the main issues and chal-
lenges of radio channel access in dense LoRa networks. Results from analytic analysis, simu-
lations, and experimentations have been presented to illustrate the behavior of LoRa
networks and try to assess its scalability in a dense environment. When considering only the
LoRa physical layer without any LBT nor CSMA mechanism a deployed network is similar
to a simple ALOHA system, which is known to have very small efficiency. However, this
chapter also presented some positive effects such as CE and successive interference cancel-
lation techniques. In addition, although not perfect, LoRa’s SF quasiorthogonality can prac-
tically increase the scalability of deployed gateways, especially when they are based on
radio concentrators capable of listening on at least eight frequencies, each of them accept-
ing multiple SF values simultaneously. At the time of writing, 16-channel gateways are
already available. At a higher level, legal regulations in many countries drastically limit the
duty cycle or the ToA of a single transmission in current ISM license-free bands in order to
prevent saturation of the radio channel. Some regulations also impose very tight frequency
hopping constraints.

FIGURE 4–32 Radio parameter settings for LoRa in CupCarbon.
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At the time of writing, given the relatively small number of deployed LoRa devices in the
world, PRR is usually very good. In dense environments such as large cities, it is expected
that the number of devices can be high. However, community-based initiatives also showed
that the gateway density in such urban areas can also be very high, therefore increasing to
some extent the number of available frequency channels. Last but not least, none of these
measures can prevent packet collisions to happen and this chapter also reported how diffi-
cult it is to design an efficient CSMA-like mechanism because a reliable CCA is difficult to
achieve. In this context, higher-level coordination mechanisms may be needed to further
improve LoRa scalability.
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5.1 Internet of things, a new usage for the
radiocommunication industry

The radiocommunication era started in 1895 with the first Marconi’s experiments. Hundred
years later, radiocommunication evolution is largely driven by cellular systems and their bil-
lions of subscribers. Cellular systems started with analog, and then went to digital. In the late
1990s, digital 2G systems have been used for machine-to-machine (M2M) communication.
M2M takes advantage of existing data bearers, primarily designed to address human-to-
human (H2H) or human-to-machine (H2M) usage. They are not optimized for the emerging
usage of Internet of things (IoT). Many definitions exist for IoT [1] with a quite strong focus
on network. Here we give an object-centric definition for the IoT, which is “the ability, for
objects, to connect the Internet without being considered, near or far, as computer.”

This definition implies that communication is only a side feature of a connected object.
Implementation of IoT communication must be easy and cost-effective, particularly if there
is no electrical power natively in the object to be connected. Compared to H2H, H2M, and
M2M, IoT is a new usage, with new constraints for radiocommunication technologies:

• Low cost: In an object, communication function must have only a marginal cost,
compared to the total cost of the object, as it is an additional function only. At time of
printing, volume price for Sigfox modules is as low as 2$. Target price is estimated to be
as low as 0.2$, with mass production.

• Low volume of data: Connected objects transmit information such as sensed data, status,
index, and alarms and receive commands or parameters. Compared to machines that
may be complex and may require M2M communication, connected objects have a single
function, which communicate infrequent small application packets [2].

• Massive number of connected objects: Thanks to low-cost and easy-to-use IoT
communication function, it becomes possible to connect many types of objects, resulting
in much higher density of connections per square kilometer that is usually seen in
cellular systems. In urban area, density of connected objects may be over 50k per square
kilometer [2].
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5.2 Low-power wide-area network: a new paradigm in
radio network engineering

Low-power wide-area network (LPWAN) acronym was forged by Machina Research in June
2013 [3] to refer to emerging communication systems. Whereas IoT is about usage, LPWAN
is about radio technology. LPWAN novelty resides in mixing two contradictory notions: low
power and wide-area network. LPWANs have a series of key characteristics, as follows:

• Massively asymmetrical: LPWAN base stations are in small numbers to reduce infrastructure
cost. Therefore, each base station may serve tens of thousands of connected objects.

• Connected objects transmitting at low power: Use of radio transmitter, with tens of
milliwatt of transmit power, is essential to get low complexity in communication modules
and to reduce the cost of the connection function. Low transmit power means also small
batteries and, sometimes, even no battery thanks to energy harvesting techniques.

• High sensitivity in base stations: As a consequence of low power in connected objects,
high sensitivity in base stations is a must to get wide-area connectivity with one-hop
communication. Multihop connection is not the preferred option to get wide-area
coverage, because of energy spent in signaling.

• Complexity moved from objects to base stations: Low power in connected objects means that
protocol complexity must be kept minimal in objects also. In LPWAN, complexity balance
between objects and network is opposite to the trend of the past decade in telco system,
where telephone sets become more and more complex, going from electromechanical
objects to analog electronics, then to digital, and now with sophisticated signal processing.

• No strong latency requirement: LPWANs address IoT usage where application is neither
time-critical, nor real-time; several seconds for uplink or downlink latency are affordable
in most of IoT use cases.

• No high-speed mobility requirement: LPWAN technologies address application that are
stationary or at walking/cycling speed (e.g., up to 30 km/h).

These system characteristics are new technical constraints for radio design engineers.
Therefore, they require new techniques to be solved. Ultra-narrow band (UNB) is a disrup-
tive answer, based on revisited technology developed before World War II.

5.3 Ultra-narrowband: a disruptive way to use radio
spectrum

5.3.1 Tuning: an old answer to capacity challenge

Since the beginning of radiocommunication, engineers have put a lot of effort in receiver
tuning. Tuning is about adjusting a receiver so that its center frequency is aligned with one
of the transmitters you want to listen to. Its objective is to have several radio transmissions
occurring at the same time in the same place and without interfering each other.
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In the past, tuning was about adjusting an inductance or a capacitor to match frequencies
of local oscillators in transmitter and receiver. In practice, this process has to be permanent,
because local oscillator of transmitter and receiver is not perfect and may drift quite signifi-
cantly over transmission duration. When relative drift of transmitter (Tx) and receiver (Rx)
oscillators is lower than the transmitter bandwidth (see Fig. 5�1), most part of signal energy
resides within receiver bandwidth. Tuning is manageable with known techniques such as
low drift oscillators or adaptive frequency control in receivers.

5.3.2 The 1-ppm limit

Paradoxically, receiver tuning becomes much more difficult with progress in microelectron-
ics. Availability of integrated fractional-N phase-locked loops (PLLs), which may have a fre-
quency synthesis step as low as 1 Hz, makes possible modulation rates of a few tens of
symbols per second even with carrier center frequency up to a few gigahertz. In such case,
local oscillator fluctuation of the PLL is clearly larger than the modulation bandwidth (see
Fig. 5�2). Definition of UNB captures this paradox: UNB is a radiocommunication system
that exhibits a modulation bandwidth lower than oscillator stability.

FIGURE 5–1 Conventional narrowband system.

FIGURE 5–2 UNB modulation bandwidth.
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When applied to subgigahertz technologies, UNB may be defined as a modulation band-
width smaller than 1 ppm of carrier center frequency.

In UNB communication systems, receiver tuning issue reaches a new level of complexity.
Its answer cannot be in conventional receiver architecture: the answer is a software-defined
radio (SDR) receiver. SDR listens for a large spectrum range with a high dynamic range and
a software agent searches for the signal of interest and continuously tracks its carrier center
frequency, as a human radio operator would do (see Fig. 5�3).

5.3.3 Ultra-narrowband benefits for low-power wide-area networks

As such, having an SDR receiver is nothing new, but using SDR to overcome local oscillator
unstability of transmitter is, from our best knowledge, a new approach in radiocommunica-
tion systems. When used along with UNB modulation scheme, it brings new opportunities
and/or benefits as detailed in the following subsections.

5.3.3.1 Frequency channel allocation revisited
UNB modulation in transmitter and SDR receiver enlarge drastically the frequency space for
sharing medium access. In conventional narrowband systems, operating frequency band is
split into a couple of communication channels, each of them having an occupied bandwidth
from tens to hundreds of kilohertz. In subgigahertz spectrum, UNB brings thousands of
pseudo-channels. As an example, the 25 mW unlicensed frequency band in Europe [4], rang-
ing from 868.0 to 868.6 MHz, brings 6000 pseudo-channels of 100 Hz width. This large
amount is a real game changer: instead of implementing mechanism to share a scarce fre-
quency resource from central point, objects may select randomly carrier center frequency,
without excessive collision rate. Even if hundreds of objects transmit at the same time, recep-
tion in base station is made possible with corresponding number of demodulation agents
(see Fig. 5�4).

5.3.3.2 Capacity given by base station processing power
UNB modulation and SDR receiver in base station give new opportunity for capacity
increase, especially when base stations have a large coverage. Ref. [5] shows theoretical

FIGURE 5–3 SDR for UNB reception.

106 LPWAN Technologies for IoT and M2M Applications



time/frequency duality of narrowband communication when used in random unslotted
time-frequency ALOHA networks. But, when using unlicensed spectrum, where regulation
limits maximum power in transmission, UNB benefits from unlimited time to expand trans-
mission. Furthermore, base station capacity leverages high dynamic range in SDR receivers
because it is possible to receive messages from objects close to a base station along with
messages far from base station. When looking for increased capacity, Ref. [6] shows the ben-
efit of successive interference cancellation.

5.3.3.3 Complexity pushed back into core network
As explained in Sections 5.3.3.1 and 5.3.3.2, use of UNB removes a lot of complexity in
objects. They do not need to care about channel selection and fine frequency tuning,
because everything is managed by base stations and in the core network, where almost
unlimited processing power is available. This balance of complexity is quite new in the tele-
communication where more processing power in terminals supports the quest for more
throughput and more multimedia capabilities in cell phones.

5.3.3.4 Ultra-narrowband robustness in unlicensed spectrum
In essence, LPWAN may be deployed in licensed or unlicensed spectrum. In practice,
LPWANs go for the later because they have no license fees. Unlicensed spectrum, known as
short range device (SRD) in Europe and instrumental, scientific and medical (ISM) in the
United States, may be shared by a number of different systems, as long as they comply with
technical constraints for sharing the spectrum. As these constraints are always minimalist,
many different systems and technologies may coexist in SRD/ISM bands. As a consequence,
spectrum occupancy in unlicensed bands is unpredictable: it is up to each system/technol-
ogy to cope with interferences.

UNB brings robustness to LPWANs in unlicensed spectrum where many systems may
coexist. Its high injection factor focuses Tx energy in a small spectrum interval allowing good
signal-to-noise ratio. High dynamic SDR receivers leverage this in base stations.

FIGURE 5–4 SDR implementation for UNB capacity.
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5.4 Triple diversity ultra-narrowband, the Sigfox
communication rules

5.4.1 Protocol versus communication rules

Triple diversity UNB (3D-UNB) is the name of communication rules for radio interface of the
Sigfox solution (see Fig. 5�5). 3D stands for triple diversity, that is, diversity in time, fre-
quency, and space. Table 5�1 gives 3D-UNB key numerical figures. A fully featured descrip-
tion of Sigfox communication rules is publicly available on the Internet [7]. The following
subsections address key characteristics of 3D-UNB and give rationale for their design
choices.

Thanks to UNB, Sigfox designed a very simple radio interface with low level of complexity
in objects. The clue is randomness in managing time, frequency, and space. Randomness
allows absence of coordination between transmitter and receiver. This is the reason why
Sigfox radio interface is more a set of communication rules than a full communication
protocol.

5.4.2 Uplink communication rules

5.4.2.1 Six steps to build an uplink radio burst
As any other communication systems, construction of a 3D-UNB uplink radio burst requires
several steps from applicative level to physical level (see Fig. 5�6).

5.4.2.2 Small payload size for Internet of things usage
In communication protocols, payload size is a hint on the need of fragmentation for carrying
large application messages. Multimedia applications benefit from variable payload sizes
(ranging up to 1500 bytes, and even more with jumbo frames) that are available in IP-based

FIGURE 5–5 Overall architecture of Sigfox solution.
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networks. IoT usage has different constraints for LPWAN systems. Instead of being able to
carry largely variable size messages, IoT constraints is more about small application packets
with limited overhead for the sake of energy saving.

Payload of 3D-UNB application messages goes from 0 to 12 bytes. This is enough to carry
environmental data as well as a GPS position. Twelve bytes of application data are transmit-
ted in a radio burst of only 2.08 seconds at 100 baud (see Table 5�3), with 1.8 mJ of energy
per useful application bit, when using most recent radio modules rated at 25 mW/3.3 V in
25 mW transmission mode.

5.4.2.3 Replay attack protection with rolling counter
MAC/LINK header contains a message counter (MC) that is incremented after each message
transmission. It is used in authentication algorithm as a rolling counter for replay attack

Table 5–1 3D-UNB characteristics in uplink and downlink.

Characteristics Uplink (UL) Downlink (DL)

Payload size 0 bit to 12 bytes 8 bytes (fixed length)
Total MAC/LINK overhead 8�10 bytes 2 bytes
Total PHY overhead 6 bytes 18 bytes
Modulation rate 100 baud or 600 baud 600 baud
Modulation scheme Differential binary phase shift keying Gaussian frequency shift keying
Transmit power 25 mW in Europe

150 mW in United Statesa 500 mWb

Frequency band Subgigahertz unlicensed bands

aOther values may exist in other countries, since maximum transmit power is defined by national regulations.
bTotal transmit power may be balanced between multiple downlink messages, transmitted at the same time.

FIGURE 5–6 Uplink communication stack.
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protection. 3D-UNB core network rejects all messages received outside a sliding acceptance
window. Replaying an old message is always possible but lag to do it must be greater than
roll-over time, which is given by formula:

Roll over time5
2MC length

Message rate

With an MC length of 12 bits and a message rate of 140 messages per day in Europe,
because of regulations, roll-over time of MC counter is 29 days. This value is large enough to
get a reasonable replay attack protection for data collected by IoT sensors.

5.4.2.4 Convolution code for local or remote combining
For each uplink message, an object may transmit one or three uplink frame(s) (see
Fig. 5�7). Transmitting one frame results in the lowest object power consumption, whereas
transmitting three frames for the same message provides increased resiliency. Moreover,
multiple transmissions give an opportunity to have combining algorithms in base station
(local combining) or in 3D-UNB core network (remote combining). Local combining benefits
from frequency diversity and convolution codes, whereas remote combining adds spatial
diversity to combining processing.

To get efficient combining algorithms, each frame in a message is encoded with a differ-
ent polynomial, as defined in Table 5�2.

FIGURE 5–7 Principle of single or multiple transmission.

Table 5–2 Polynomials for convolution
coding of uplink frames.

Frame emission rank Polynomial

First R5 1 (identify)
Second R1 11X1X2

Third R5 11X2
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5.4.2.5 Frame type, a multipurpose field
Frame type is an important field of MAC/LINK header. It is 13 bit long and carries two pieces
of meta-information (see Table 5�3).

The first meta-information is the length of uplink MAC-PDU (see Fig. 5�6). Uplink MAC-
PDU size is five discrete values only, depending on payload size (see Table 5�3).

The second meta-information is the frame rank, when multiple frames transmitted for an
uplink message (see Section 5.4.2.4).

As frame type field is critical for decoding remaining parts of a frame, it is coded in 13
bits, and with a Hamming distance of at least five for all frame type values (see Table 5�4).

5.4.3 Downlink communication rules

5.4.3.1 Six steps to build a downlink radio burst
Construction of a 3D-UNB uplink radio burst requires six steps from applicative level to
physical level (see Fig. 5�8). Full description is available in [7] and key characteristics of
downlink 3D-UNB transmission are given in Table 5�1.

Fig. 5�8 depicts construction steps for downlink communication from applicative level to
PHY level (i.e., from base station perspective). The key characteristics of 3D-UNB downlink
communication rules are presented in the following subsections from object perspective,
that is, from PHY level up to applicative level.

Table 5–3 Uplink frame type values.
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Table 5–4 Hamming distance of frame type values.

FIGURE 5–8 Construction steps of downlink radio bursts.

112 LPWAN Technologies for IoT and M2M Applications



5.4.3.2 Object-triggered downlink communication
Ability to have downlink communication at random is a request coming from H2H services,
(i.e., incoming calls). In the case of fixed landline telephone, this feature requires almost no
energy because the line current is only a few micro amps, when headset is on hook. In the
case of cellular phones, this feature drains milliamps, because of permanent cell reselection
and location update mechanisms. Having such a drain current is not acceptable in IoT
objects for two reasons:

• It would require power source of significant size, which is not compatible with IoT
concept where radio connection is just a side feature in the object

• In many cases, IoT usage requires always uplink communication, but downlink is either
of seldom use or with no strong latency constraint.

For 3D-UNB systems, every downlink message is triggered by a previous uplink message,
sent by object. Hence, it is up to an object to decide, on a per-message basis, whether to pull
for a downlink message or not. This feature implements a bidirectional flag (BF) in uplink
MAC/LINK header (see Fig. 5�6) for triggering downlink communication (see Fig. 5�9).

5.4.3.3 Relationship between uplink and downlink carrier center frequency
Section 5.3.3.1 introduces concepts and benefits of random selection of uplink carrier fre-
quency for UNB communication and how inaccuracy of local oscillators is managed by
SDR processing in base station. An equivalent issue exists for receiver tuning in downlink.
Once again, work-around comes from base stations that use SDR also for downlink
communication.

This is done by defining a fixed frequency gap between carrier center frequency
of an uplink message and carrier center frequency of the onward downlink message

FIGURE 5–9 Uplink or uplink and downlink communications.
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(see Fig. 5�10). Local oscillator inaccuracy is transparently compensated by core network,
as long as it remains constant between uplink transmission interval and downlink recep-
tion interval. This short-term stability is easy to achieve even in low-cost/low-complexity
radio hardware of IoT objects.

5.4.3.4 Downlink authentication reusing uplink context
Authentication of downlink incoming messages uses corresponding uplink context in three
different ways.

The first authentication check is implicit: an object opens a time and frequency window
where it expects a downlink message. Other downlink messages, which base station may
transmit out of this window, will be ignored by object.

The second authentication check uses whitening function that core network applies to
have evenly distributed symbol transitions in downlink radio bursts. Whitening function uses
pseudorandom generator whose initialization value includes object identifier (ID) and MC
value coming from corresponding uplink message. If de-whitening output contains too
much errors, it is rejected.

The third authentication is more classic and based on AES128 cryptographic function.
Downlink messages contain an authentication field (DL-AUTH in Fig. 5�8) that is evaluated
with parameters derived from uplink context (see Fig. 5�11). This is possible because each
downlink message is triggered by uplink message (see Section 5.4.3.2). Object ID and MC
values are derived from corresponding uplink message; authentication key is known by core
network and object.

FIGURE 5–10 Compensation of object frequency inaccuracy in core network.
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5.5 Seven questions on Sigfox radio interface
5.5.1 Why Sigfox radio access network is not a cellular network?

Since their very early beginnings, cellular systems have been based on the concept of fre-
quency reuse. Frequency reuse is very efficient to get capacity over very large coverage with
a small set of frequencies, but it implies complex attachment procedures to detect and con-
nect the network. Power consumption in cellular phones is significantly impacted by these
procedures, particularly when moving.

On the contrary, in order to keep 3D-UNB as simple as possible, all 3D-UNB base stations
listen for the same frequency band. There is no procedure in objects to retrieve the proper
frequency to be used in a given area and no extra power consumption when objects are
mobile. 3D-UNB objects just have to know the international telecommunication union (ITU)
zone, where they are deployed and use the frequency intervals selected by 3D-UNB network.
A 3D-UNB system is like built with a single worldwide cell.

5.5.2 Why is there no attachment procedure in Sigfox radio access
network?

Attachment procedures were designed to be able to receive an incoming call at once, wher-
ever mobile phones are in the network. In many IoT use cases, there is no need for down-
link messages triggered only by core network. That is why there is no attachment
procedure in 3D-UNB systems. Only implicit attachment is available: each time an object
transmits an uplink message, the network can detect where the object is. If a downlink
message is requested, core network is able to select adequate base station for downlink
transmission. Benefit of implicit attachment is less power consumption and less complexity
in objects.

FIGURE 5–11 DL-AUTH field evaluated with uplink context.
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5.5.3 What is cooperative reception?

Cooperative reception is a side benefit of noncellular nature of 3D-UNB system. As all base
stations are on the same frequency, large overlap of base stations coverage exists. Whereas
overlaps are kept to the minimum in cellular systems, they are beneficial to 3D-UNB systems
because they bring spatial diversity. Several base stations may receive an uplink radio burst
simultaneously. Multiple received packets are then de-duplicated in core network, before
transmission to application server. Cooperative reception improves quality of service without
extra complexity in objects; everything is done in core network.

5.5.4 Why is there no destination address in Sigfox radio bursts?

In local area networks, it is common to have source and destination address fields in each
packet. This is because several nodes may share a common medium of communication. In
3D-UNB systems, there is no object-to-object communication: all messages go from objects
to application servers or from application servers down to objects (see Fig. 5�12).

In uplink, destination of radio bursts is unambiguous: it is all base stations that are in the
vicinity of a transmitting object. So, no destination address is needed, resulting in smaller
radio bursts. In core network, messages are routed to application servers, thanks to a data-
base that links object identifiers to application servers.

In downlink, radio frames do not have any address fields at all, because downlink trans-
mission is triggered by an uplink message (see Fig. 5�10). Carrier center frequency and time
interval for downlink transmission are defined by corresponding uplink message (see

FIGURE 5–12 DL base station selection with cognitive algorithm.
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Fig. 5�11), creating a kind of implicit address. Possible collision in downlink frequency/time
slot is resolved by whitening function and authentication that use ID and MC values (see
Section 5.4.3.4). So, no explicit address field is needed in downlink frames.

5.5.5 Why does Sigfox radio access technology use ALOHA for accessing
the spectrum?

ALOHA [8] implements a minimalist medium-sharing technique: pure random access. The ben-
efit is in its lightweight implementation. The drawback is its poor capability to withstand medium
or high offered load. Success rate is good only when offered load is kept low or very low.

3D-UNB communication rules use ALOHA to access the spectrum for the following two
reasons:

• It is easy to implement in low-cost/low-complexity objects and fully compliant with
spectrum-sharing techniques of SRD/ISM unlicensed frequency bands.

• It is efficient thanks to UNB that gives extra capacity to the unlicensed frequency bands
that are limited. In other words, it is as if ALOHA over UNB becomes a two-dimensional
ALOHA: uplink messages are evenly distributed over time and frequency with a de facto
reduction of offered load per frequency pseudo-channel.

5.5.6 Why is Sigfox radio access technology cognitive?

Cognition in telecommunications means that a system changes its parameters according to
its environment or usage it sees. 3D-UNB systems are cognitive in two ways.

Base stations implement cognitive process in their SDR signal processing by allocating
demodulating and decoding agents for each radio signal of interest in received spectrum.
The more signals are received in parallel, the more demodulating and decoding agents run
in parallel in a base station.

Core network implement cognitive algorithm to select base station for downlink transmis-
sion. Because of large coverage overlaps, several base stations are in communication range
of an object. When a downlink communication is triggered by an uplink message, all sur-
rounding base stations are a candidate for downlink transmission. Core network run cogni-
tive algorithm to select the best base station for each downlink message (see Fig. 5�12).
Various parameters may be included when selecting base station for downlink transmission
such as load, interference level, frequency balancing, and available transmit power.

5.5.7 Why do Sigfox objects control the network and not the other way
around?

Coordination of terminal nodes by a central base station is common in licensed radio systems,
such as cellular or private mobile radio networks, because it helps to get most of the frequency
bands, paid by operators. The drawback of this approach is additional signaling messages and/
or reception time in terminal nodes to acquire and keep synchronization with base stations.
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IoT objects are drastically constrained in power consumption, so the less energy is con-
sumed in network coordination, the better it is for objects. The simplest implementation is
to have transmit frequency and time selected by objects, that is, without any prior synchroni-
zation with surrounding base stations. Avoiding such synchronization procedures is benefi-
cial for power consumption in objects, as long as collision rate is kept reasonably low. This is
possible thanks to UNB, which gives increased capacity (see Section 5.3.3), and 3D-UNB
communication rules, which implement pure random access (see Section 5.5.5).

3D-UNB base station behavior depends on what they receive from surrounding objects.
Base stations have to be ready to receive uplink radio packets, at any time and on any fre-
quency selected by objects. This is why the network is controlled by objects.

5.6 Conclusion
This chapter presents Sigfox radio system, which is optimized for small infrequent messages
of IoT connectivity. Its radio interface implements UNB over the air, SDR processing in base
stations, and cognition in core network. UNB and SDR processing are beneficial for capacity
and simplicity even when operated in unpredictable spectrum, because they bring robust-
ness to interferers, selectivity, and sensitivity. Cognition brings spatial diversity in uplink and
load optimization in downlink. In the future, it is expected that SDR will allow improved
uplink reception capabilities (e.g., with successive interference cancellation) and improved
downlink capacity thanks to optimization algorithms for base station selection. These
improvements will add no complexity to objects, that will remain simple and low energy,
which is critical for the IoT.
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6.1 Narrowband-Internet of Things overview
For the IoT future growth and development in the mobile industry, the Third Generation
Partnership Project (3GPP) has standardized new class technologies for low-power wide-area
network (LPWAN) applications. These standards are referred to as mobile IoT. They are
designed for licensed spectrum and to support devices with requirements of low power con-
sumption, long range, low cost, and security [1]. A variety of LPWA IoT applications have
emerged and their requirements differ from each other. One LPWAN technology cannot
address the requirements of all low-power IoT applications and for this reason, two comple-
mentary licensed 3GPP standards Narrowband-Internet of Things (NB-IoT) and Long-Term
Evolution for Machines (LTE-M) have been proposed and are built on the LTE [2].

NB-IoT is a new standard known as massive LPWAN to support long range and low data
rate for IoT applications. It has several characteristics such as ultralow power consumption,
wide coverage, and massive connection. Also, NB-IoT has several novel characteristics for
LPWAN deployment to overcome shortcomings such as poor security, poor reliability, and
high operational and maintenance costs. NB-IoT is able to be loaded by major mobile equip-
ment and module manufacturers, and indeed it will be existing to be adaptable with 2G, 3G,
4G, and 5G cellular networks [3]. It enables to operate traditional IoT businesses and opens
up new opportunities for industry applications and other aspects. Additionally, it promises a
strong market trend pointing at the growing demand for different smart applications.
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6.1.1 History and standards

The rapid and strong growth of NB-IoT technology in the markets shows a large number of
deployment plans with billions of connections and pushing the operator's revenue in trillions
of dollars by 2020 be [4]. Currently, NB-IoT market is driven by many operators from Asia,
Europe, and the United States [5]. According to market research on future narrowband IoT,
the global NB-IoT market is expected to grow at compound annual growth rate of 50%
between years 2016 and 2022 due to rapid development in IoT industry and rising demand of
new cellular communication technologies, which are dedicated to IoT LPWA applications [6].

For any new technology standardization, an important issue is to ensure interoperability
products and applications which will help to develop and regulate the operation of products
by the technology and ensure security and privacy of the data for users. Different standards
shown in Fig. 6�1 have been released by the national and international developing levels
with the help of communication manufactures that have played a major role in setting the
latest standard for NB-IoT [7]. The standards of narrowband M2M and narrowband LTE
were released between years 2014 and 2015 where both technologies contributed to the
emergence of what is known as narrowband cellular IoT (NB-CIoT). NB-CIoT with the stan-
dards of 3GPP has led to a clear vision of the use of NB-IoT technology.

3GPP has developed a standard for IoT including eMTC and EC-GSM-IoT. They also pro-
duced new specifications for cellular communication by the NB-IoT, and in 2016 they com-
pleted its first set of specifications on NB-IoT as radio standard developed for LPWAN to
support IoT technologies [8]. With the completion of the NB-IoT, 3GPP has concluded a
major effort in what is known as Release 13 to address the IoT market. The existence of new
technologies including NB-IoT allows 3GPP operators to address their different market
requirements of IoT.

6.1.2 Narrowband-Internet of Things concepts

NB-IoT is based on the characteristics of LTE, enabling easy deployment and integration
with LTE networks. It is used for IoT applications with extended coverage and low power

FIGURE 6–1 NB-IoT standard evolution.
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consumption. LTE is the fourth generation cellular access network as defined by the 3GPP
standard. It is a comparatively flat Internet Protocol (IP)-based standard to significantly
enhance 3G performance via the use of OFDMA based radio access network (RNC) and
packet-only core [9]. The basic architecture for LTE/LTE-M is shown in Fig. 6�2.

In LTE network, eUTRAN/eNodeB constitutes the radio network controller (RNC) and the
packet core designated as enhanced packet core (EPC). The major entities in LTE access net-
works are defined by the 3GPP standards named 3GPP Release 16. As shown in Fig. 6�3,
integrated base station/controller eUTRAN complex (eNodeB) provides radio access and
management functions and the radio bearer (RB) to the user equipment (UE). Its functions
include radio admission control (RAC), radio resource management (RRM), encryption,
compression, air interface mobility, hand over (HO), RB control, connection mobility control,
and dynamic allocation of resources to UE in uplink and downlink, scheduling, in addition
to security. The operation is based on OFDMA in downlink and SC-FDMA in uplink with
15 kHz tone spacing [10].

FIGURE 6–2 Basic LTE/LTE-M architecture.

Chapter 6 • NB-IoT: concepts, applications, and deployment challenges 121



Data channels are defined to provide effective and efficient data transport over the
LTE radio interface. These are formulated using resource block (RBs) which is standard-
ized with a frequency of 180 kHz. The RAN supports a range of frequency bands, in par-
ticular, 1.4, 5, 10, and 20 MHz. EPC manages and handles various types of user and
device traffic, supports and introduces new equipment and applications, and provides
support for seamless mobility and service portability across wireless IP networks. The key
elements in the EPC include the mobility management entity (MME), serving gateway
(S-GW), packet data network (PDN) gateway (P-GW), policy and charging rules function,
and home subscriber system (HSS) with a set of associated subsystems [11]. MME pro-
vides the control plane functions related to subscriber and session management, equip-
ment management and tracking, in addition to location management. The S-GW provides
packet data routing and is the user traffic mobility anchor. The P-GW is the default gate-
way to the PDN. It is responsible for packet filtering and QoS enforcement. The HSS
stores and updates a database with user and device information, international mobile
subscriber identity, and approved QoS profiles [11]. Transmission time interval (TTI) in
LTE is the smallest unit of time in which eNB is capable of scheduling any user for uplink
or downlink transmission and is 1 ms in LTE/LTE-M [12]. If a user is receiving downlink
data, then during each 1 ms, eNB will assign resources and inform user where to look
for its downlink data through Physical Downlink Control Channel (PDCCH) channel
(see Fig. 6�4).

Hybrid automatic repeat request (HARQ) as shown in Fig. 6�5 is a process where
receiver combines the new transmission every time with previous erroneous data. LTE/LTE-
M implements the incremental redundancy HARQ version [13].

In HARQ when the receiver detects erroneous data, it doesn't discard it. Upon receiving
a NACK, the sender sends the same data with a different set of coded bits. The receiver
combines the previously received erroneous data with newly attempted data by the sender
and the process is repeated until the receiver successfully decodes the correct data or the

FIGURE 6–3 LTE/LTE-M major entities.
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number of transmissions exceeds a threshold. This operation can result in delays and too
much control overhead in the case of poor radio conditions if the sender has to attempt
many transmissions.

6.2 Narrowband-Internet of Things general features
The deployment of NB-IoT technology which made the concept of smart solutions more
realistic has main features that make it more reliable in applications [14]. The most impor-
tant features of NB-IoT based on which it works are connectivity, power efficiency, massive
engagement, and security.

FIGURE 6–4 Transmission time interval (TTI) in LTE.

FIGURE 6–5 Normal HARQ in LTE.
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6.2.1 Low power consumption

Power efficiency and saving capability in the NB-IoT devices are one of the significant
features in long-range massive connectivity. NB-IoT should be able to reduce the amount of
energy used as much as possible to have long battery life in sensors. NB-IoT uses two types
of mechanisms for power efficiency in massive communication, namely power saving mode
(PSM) and eDRX. PSM can achieve 10 years battery life by allowing the devices to go into
deep sleep mode for a long time without signaling but registering in prior. eDRX is consid-
ered as an existing LTE feature used by the devices to reduce power consumption by extend-
ing the terminal cycle in idle mode and reducing unnecessary startup of receiving cell [15].
For an IoT application, it might be quite acceptable for the device to not be reachable for a
few seconds or longer. Whenever the device is not listening, it can use eDRX to switch off
the radio receiver for a defined period of time, so that battery life can be extended.

6.2.2 Wide coverage

NB-IoT technology is released to support IoT devices to be able to operate in deep indoor,
wide outdoor, and remote areas that need extended coverage. This brings opportunity for
the new application classes including data acquisition and control of equipment located in
manholes, pipelines, and other environments where existing communication infrastructure
is otherwise unreachable. Though the penetration of the signal is improved, the devices are
expected to work on the lower bounds of signal reception, so support for reliable data trans-
port should be provided as a part of the connectivity solution. NB-IoT coverage power can
reach 164 dB in independent deployment mode by introducing a set of techniques for
enhancing the coverage, such as retransmission (200 times) and low-frequency modulation
adoption, and also by taking advantage of the relaxed IoT requirements regarding data rate
and latency [16].

6.2.3 High connection density

The scalability of NB-IoT network is necessary for many applications that support a massive
number of devices and smart sensors that can reach approximately 10s of billions. 3GPP
achieves massive scalability, a minimum of 1 M devices/km2, to support the small devices
with ultra-energy efficiency. NB-IoT as an existing technology for 3GPP is optimized for low
power, deeper coverage, and higher device density of up to 50K devices per cell, while seam-
lessly coexisting with LTE services. Together, NB-IoT and LTE support a wide range of low-
power IoT applications.

6.2.4 Privacy and reliability

NB-IoT technology operates in a licensed band and hence, it improves the reliability of trans-
mission. The process of standardizing the technology, along with the input of several key
worldwide carriers, mean that NB-IoT possesses all the concepts of reliability; in addition to
the same security measures that are currently present in LTE networks. This make This
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makes the NB-IoT more secure and reliable. For data security, features such as secure
authentication, signaling protection, and end-to-end data encryption are available. NB-IoT
uses the user datagram (UDP) protocol since it consumes low power. The cloud server is
responsible for authenticating and decoding of the data. NB-IoT can also use other security
levels as defined in LTE [17].

6.3 Narrowband-Internet of Things fundamental theories
and characteristics

The deployment of NB-IoT is based on many technical and theoretical characteristics that
are considered as key features that can affect the performance of NB-IoT setup and ability of
devices to operate in dynamic environments. The different characteristics of NB-IoT technol-
ogy will be reviewed in the following sections to find out what the specifications are that will
impact the performance of NB-IoT [18].

6.3.1 Narrowband-Internet of Things key technologies

NB-IoT performance in practical applications depends on measures of data rate, number of
devices, and latency which are of the interest of operators, in addition to other key features
that impact the performance of NB-IoT, such as channel overhead, radio environment, and
interference. Also, allocating resources to massive IoT device is considered as one of the sen-
sitive indicators that will limit the performance of NB-IoT since the spectrum resource avail-
ability is limited to low-frequency spectrum. For all these reasons, it is necessary to evaluate
the theoretical and main technological characteristics of the NB-IoT according to the follow-
ing considerations: signaling and data performance, connection analysis, latency analysis,
and coverage enhancement to achieve the reliability and performance of NB-IoT deployment
in different applications [18].

6.3.1.1 Signaling and data
The relationship between signaling and data is a key factor that determines the effect of
simultaneous access of the massive IoT terminals in NB-IoT application and it depends on
the terminal behaviors and network model where they can sometimes cause signaling over-
head [19]. For this reason, the analysis of new physical and MAC layers must be considered
to establish dynamic signaling overhead model, which can describe the relevance between
signaling and data service, so that a theoretical guidance for joint pressure reduction of sig-
naling and data and congestion prevention is provided.

Massive IoT terminals in NB-IoT applications will specify the range of data rate of the typ-
ical application since the data rate is the fraction of the channel capacity governed by signal-
ing for data transmission. In addition, the data rate is affected by many factors such as
efficiency of collision avoidance, control signaling overhead, channel utilization, and latency.
By expanding the transmission time with low power use, the data rate in NB-IoT can be con-
trolled to help in improving the power consumption of the terminals and devices but
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deduction from coverage area. The coverage area enhancement can be extended with the
help of repetitions process (see Fig. 6�6) [20].

Repetitions in NB-IoT is a technique involving repeating of the same transmission several
times, which can achieve an extra coverage of up to 20 dB. Each repetition is self-decodable,
the scramble code changes for each transmission and the repetitions are ACK-ed only once
for all NB-IoT channels. In NB-IoT, random-access procedure is a process that represents
the number of repetitions access between the NB-IoT devices and NB-IoT eNodeB in higher
layer protocol interaction. The preamble repetitions can be repeated up to 128 times.

6.3.1.2 Connection analysis
In NB-IoT, the number of connections that can be reached depends on the burstiness of NB-
IoT service in the application. Studies have focused on how the services are evenly distrib-
uted within a day for connections in NB-IoT-related technologies and its overload effect in
accessing network when a large number of devices enter the network simultaneously. In
LTE-M, the load pressure of LTE random-access channel (RACH) and overload control
mechanisms such as classified controlled access, exclusive RACH resources, dynamic RACH
resources allocation, exclusive back-off mechanism, time division access, and active paging
mechanism are all taken into consideration to enhance the connection ability in massive
accessing [21]. In order to improve capacity of NB-IoT, the researchers study with the maxi-
mal number of connections supported by NB-IoT RACH and the optimum resources alloca-
tion proportion for arbitrary random-access strength and total constrained bandwidth.

6.3.1.3 Latency analysis
The 3GPP showed that apart from the number of connections, a theoretical computing
model for uplink access latency is also required. Many kinds of latencies related to determin-
istic processing and others are required for signal detection. For low-latency and high-
reliability communication, software-defined networking-enabled network architecture is
proposed by many researchers, which integrates different types of access technologies. Other
studies are undertaken to investigate the statistical properties of NB-IoT random-access
latency including mean value, variance, and PDF for arbitrary random-access strength

FIGURE 6–6 Channel repetitions process in NB-IoT.
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excitation to improve the latency analysis theory for NB-IoT. NB-IoT aims at a peak latency
of 10 seconds. That is 100 times longer than a normal WAN connection, but it should suffice
for most applications using LPWAN. The latency could probably be lowered, but it might
interfere with other design goals such as device density.

6.3.1.4 Coverage enhancement
Coverage enhancement can be achieved by improving the receiver sensitivity and spectral
efficiency in NB-IoT. Adaptive modulation and enhanced encoding techniques are used in
improving the performance analysis and optimal design of enhancement mechanisms.
It is based on coverage class aiming to develop a kind of coverage class discrimination/
improvement mechanism and coverage enhancement technology based on dynamic statis-
tical multiplexing. This methodology works on extracting an optimal threshold of coverage
class by referring to received signal strength indicator (RSSI) and SINR determined by
building penetration loss, dynamic adjustment of coverage class according to hybrid auto-
matic repeat request (HARQ), and coverage enhancement [22]. For link enhancement,
receivers can test packet error using error detection codes such as cyclic redundancy
check (CRC), ACK/NACK messages and ARQ technique combined with channel coding
under HARQ scheme. In HARQ process, the number of packets included into HARQ can
be expressed as follows:

Nb5αβRd (6.1)

where α represents the modulation index, β is the effective code rate, and Rd is a resource
size for multicast packets. In NB-IoT, coverage enhancement can also be achieved by using
signal repetitions, control channels, and uplink/downlink bandwidth reduction. In order to
enhance the coverage, it is important to measure the signal-to-noise ratio (SNR) of the chan-
nel and transmission coding rate (CR) by the following equations.

SNR5
Px

L � F � No � BW (6.2)

CR5
b1CRC

RU � Symbols

RU
� Bits

Symbol

(6.3)

In Eq. (6.2), Px denotes transmission power, L represents path loss, F is the receiver noise
figure, and No is thermal noise density. In Eq. (6.3), CRC denotes size in bits of the cyclic
redundancy check code, and RU is the number of resource units allocated to the UE. The
metrics, signal-to-noise ratio, bandwidth utilization, and energy for repetitions and band-
width reduction can be obtained by applying the equations that will be reviewed in
Section 6.2.1.

For deep indoor coverage, NB-IoT requires a maximum coupling loss (MCL) of 164 dB
which is 20 dB higher than LTE with the assumption that the number of devices in a cell is
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55,000 in the long range between 10 and 15 km [23]. NB-IoT allows up to three coverage
levels to be defined by a serving cell. Each coverage level is associated with a configuration
that defines the number of repetitions to be used on each physical uplink/downlink channel
and the UEs choose one among the three coverage levels based on the received downlink
signal power.

6.3.2 Narrowband-Internet of Things technical properties

Spectrum bandwidth and modulation are the two basic factors that affect the performance of
NB-IoT depending on operation modes and frame structure in uplink and downlink trans-
mission modes. The following section will give a brief review of technical features related to
the NB-IoT.

6.3.2.1 Spectrum bandwidth and modulation
In NB-IoT, UE supports only a narrow carrier bandwidth of 180 kHz, which ultimately leads
to a reduction in the device complexity and cost compared with that of wide-band devices.
The downlink transmission in NB-IoT is based on OFDMA as in LTE. The uplink design is
slightly different from that of LTE. For the uplink, SC-FDMA multiple access scheme is used
to support low complexity for UEs and a high number of simultaneous access, with normal
15 kHz for subcarrier spacing [24]. Fig. 6�7 shows the frequency-domain structure for NB-
IoT.

Radio network technology for NB-IoT is based on ungradable software, which will offer
three types of spectrum access bands: 2100 MHz for 3G and 4G, 1800 MHz for 2G and 4G,
900 MHz for 3G and 4G. To support these bands, there are a number of chipsets and mod-
ules designed by different manufacturers such as QUALCOMM, Intel, Ublox, Neul, and
Quectel [24]. Regarding modulation, Key sight claims that the uplink modulation is BPSK 1
bits/symbol, QPSK 2 bits/symbol, 8PSK 3 bits/symbol, or optionally 16 QAM 4 bits/symbol.
The same options except for 8PSK are available for the downlink modulation.

FIGURE 6–7 Frequency-domain structure for uplink/downlink physical channel.
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In NB-IoT, the impact of spectrum bandwidth for transmission between UEs and eNB
can be analyzed by using Shannon theorem based on the modified number of resource units
(RUs) allocated by eNB to the UE and depends on three transmission properties, SNR, band-
width utilization, and energy per transmitted bit. By considering maximum bandwidth as
BWmax and repetitions at minimum to R5 1, the required SNR for UE can be calculated
using Shannon bounds as follows:

SNRðRU ;BWmax;1Þ
req 5 2Rb

ðRU ;BWmax;1 Þ=BWmax 2 1 (6.4)

where Rb is the data rate of the transmission for bandwidth allocated by the number of RUs,
From the data rate of the UE, we can obtain the bandwidth utilization Ƴ of the transmission.
Consequently,

ƳðRU ;BWmax;1Þ 5
Rb RU ;BWmax;1ð Þ

BWmax
(6.5)

Let Eb
Nq 5

SNRreq

Ƴ be the lower bound of the received energy per bit to noise power spectral
density ratio, and Eb be the energy per transmitted bit, then,

EbðRU ;BWmax;1Þ 5
Eb
No

ðRU ;BWmax;1Þ
�L�F �No (6.6)

where L represents path loss, F is receiver noise figure, and No is thermal noise density.
From the above equations, it can be observed that as the number of RUs is greater, the
values of the rest of the transmission properties analyzed i.e., SNRreq, Ƴ ; and Eb;decrease.

6.3.2.2 Operation mode
NB-IoT can be implemented in three operation scenarios: standalone, guard-band, and in-
band scenarios. In standalone, the spectrum which is not used for cellular services is utilized.
The scenario can also be established by formatting one or more GSMs carrying with a band-
width of 200 kHz and a guard interval of 10 kHz on both sides of the spectrum to carry NB-
IoT traffic, ensuring smooth transition to the LTE massive machine communications [25].
The operation of guard-band scenario with cellular services positioned the NB-IoT traffic in
the guard-band of the LTE carriers without allocating LTE resources and avoiding possible
interference. In-band scenario will allow the NB-IoT in the LTE carrier sharing the LTE
resources, which will efficiently use spectrum resources for LTE or NB-IoT services based on
the demand from mobile users or devices and will be more cost-effective [26], and it requires
that eNodeB software should be upgraded. Fig. 6�8 shows the process of NB-IoT assigned to
a selected carrier from LTE spectrum based on the three operation options.

For standalone option, the initial cost is higher than other operation options because of
new hardware required for antenna and RF systems. For both in-band and guard-band
options, the initial cost is similar because they use the LTE carrier but spectrum cost is differ-
ent as in-band option uses coexisting LTE signal while guard-band uses free physical
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resource locks. According to the operation options, the deployment of NB-IoT should be
transparent to UEs when it is turned on and searches for NB-IoT carrier. It only requires to
search for a 100 kHz carrier to facilitating the UE initial synchronization referred as anchor
carrier.

6.3.2.3 Transmission mode
The transmission scenarios in NB-IoT for uplink and downlink between the base stations
and UE are adaptable based on three coverage enhancement levels, CE level 0 to CE level 2.
The CE level 0 corresponds to normal coverage and CE level 2 corresponds to the worst
case, where the coverage may be assumed to be very poor [27]. These three different cover-
age levels are known as normal, robust, and extreme with MCL of 144, 154, and 164 dB,
respectively. A list of power thresholds for the received reference signals is broadcasted in
the cell for each CE level. The main impact of the different CE levels is that the messages
have to be repeated several times. The three coverage enhancement levels govern the opera-
tion of uplink and downlink communication depending on several types of channels (see
Fig. 6�9). For uplink, there are two physical channels: the Narrowband Physical Uplink
Shared Channel (NPUSCH) and the Narrowband Physical Random-Access Channel. The
downlink uses three physical channels known as Narrowband Physical Broadcast Channel
(NPBCH), Narrowband Physical Downlink Control Channel (NPDCCH), and Narrowband
Physical Downlink Shared Channel (NPDSCH). The Physical Downlink Channels are always
QPSK-modulated.

NB-IoT supports the operation with either one or two antenna ports using space-
frequency block coding and the same transmission scheme is applied to NPBCH, NPDCCH,
and NPDSCH [27]. For a transmission mode, all data are sent/received over the NPUSCH
and NPDSCH channels. Fig. 6�10 shows the transmission modes for uplink and downlink
communication in NB-IoT scenario.

FIGURE 6–8 NB-IoT carrier selection from LTE spectrum.
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In downlink, communication will take place by a message sending from eNodeB to the
device and taking into account a number of measures to conserve battery power by allowing
the NB-IoT to configure the process of eDRX and PSM . This allows the device to go into
deep sleep mode for a few seconds and it is no longer reachable by the network. For initiat-
ing the communication, the device can select downlink TBS on MAC layer from 2 bytes to 85
bytes as approved by 3GPP, and then the selected TBS carries the contents such as data pay-
load and header for IP, UPD, and CoAP [28].

In uplink, device requests to communicate with eNodeB using RACH procedure; when
eNodeB receives the request, it will send back a scheduling to the device to indicate for time
and frequency allocation for the device, followed by uplink data transfer and ACK/NACK.

FIGURE 6–9 NB-IoT uplink/downlink channels.

FIGURE 6–10 NB-IoT uplink/downlink transmission mode.

Chapter 6 • NB-IoT: concepts, applications, and deployment challenges 131



In downlink, the TBS on MAC selected by the device is between 2 to 125 bytes and the
payload carried depending on higher layer protocol overhead [28].

6.3.2.4 Narrowband-Internet of Things frame structure
NB-IoT supports frequency division duplexing (FDD) in half-duplex as well as in full-duplex
mode. In FDD half-duplex, a separated frequency is used for uplink and downlink communi-
cation with guard subframe in between and receivers or transmitters do not perform both
operations simultaneously [29]. As mentioned before, NB-IoT uses OFDM in downlink and
SC-FDMA in uplink and, each OFDM symbol consists of 12 subcarriers with a bandwidth of
180 kHz. Many OFDMA symbols are occupied into on slot. The slots are summed up into
subframes and radio frames in the same way as for LTE.

In uplink, two types of frames can be used: single-tone frame and multitone frame
(see Fig. 6�11). The single-tone frame is mandatory, which is used to provide capacity in
signal-strength-limited scenarios and more dense capacity for one subscriber with a spacing
of 15 or 3.75 kHz via random access and slot durations between 0.5 and 2 ms. The multitone
frame is used to provide high data rates for devices in normal coverage as an optional capa-
bility. The number of subscribers can be 3, 6 or 12 signaled via DIC with a spacing of 15 kHz
and a slot duration of 0.5 ms.

In downlink, as shown in Fig. 6�12, the frame structure is the same as for LTE (coexis-
tence with LTE). The bandwidth is 180 kHz for 12 subcarriers separated by 15 kHz. The dura-
tions are categorized as one frame for 10 subframes, one subframe equals two slots in 1 ms,
one slot requires 0.5 ms duration, which is equal to seven OFDM symbols.

6.3.2.5 Narrowband-Internet of Things networking architecture
NB-IoT networks consist of user equipment (UE) and evolved NodeB (eNodeB) to relay the
data to IoT evolved packet core (EPC) which connects to the network-connected application
servers. The communication between the NB-IoT UEs and the eNodeB over air interface is
based on functions which describe interface access processing and cell management [30]. As
shown in Fig. 6�13, the operation of network architecture takes place from UE with the
eNodeB that is able to communicate with the IoT EPC through S1-lite interface by sending
NAS data to the EPC for initiating processing. The data is forwarded to the application server
from IoT platform through the interaction between the IoT EPC with NAS of UE. The IoT
platform collects the data from access networks and then collected data are forwards it to
the application servers for IoT data processing.

In NB-IoT, the S1-lite interface is considered as an optimized version for control plane
based on S1 AP protocol, interface between eNodeB and IoT management core. User plane
data is carried by the modified S1 AP messages to support small data handling in an effi-
cient manner and optimized security procedures in CIoT and NB-IoT. The collection of
data and voice in NB-IoT is performed by EPC, a framework that unifies voice and data on
an IP service architecture as an MME, and voice is treated as just another IP application.
This mechanism will allow operators to deploy and operate one-packet network for all cel-
lular networks in addition to WLAN, WIMAX, LTE, and fixed access with the NB-IoT
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applications. In NB-IoT, data transmission through network can take two possible options
between NB-IoT devices and AS, and these transmissions are based on IP and Non-IP (see
Fig. 6�14).

In IP network depending on the capability of radio module, IPv4 and IPv6 with UDP
transport protocol are used. On the air interface, TCP is supported for NB-IoT while HTTP
and HTTPs over air interface are not implemented because of their overhead on TCP. The
non-IP-based data transmission is recommended for NB-IoT because it reduces the trans-
mission data volume. This option can be handled by the network by allowing only one target
IP address, which means data can only be sent to one target IP address (server).

FIGURE 6–11 NB-IoT uplink frame structure.
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FIGURE 6–12 NB-IoT downlink frame structure.

FIGURE 6–13 NB-IoT network architecture.
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6.4 Narrowband-Internet of Things-related technologies
In general, NB-IoT has more advantages than other LPWAN technologies, especially in terms
of narrowband and peak rate . This means that it has better performance on ultralow power
consumption and low data rate services. It is able to efficiently serve in various application
cases and to be the main market for LPWAN. Table 6�1 shows the NB-IoT features over
other LPWAN technologies as a comparison.

Despite the high performance of NB-IoT compared to other technologies, the integration
of some other LPWAN technologies will provide higher performance in some technological
aspects for different applications. Sigfox uses efficient bandwidth and low noise levels, result-
ing in high receiver sensitivity, low-cost antenna design, and ultralow power consumption.
Both Sigfox and NB-IoT technologies can be integrated into one network as an integrated
NB-IoT/Sigfox’s IoT wireless technology. The integrated design solutions are targeting appli-
cations such as tracking, wearables, security, agriculture, healthcare, industrial and con-
sumer. The use of integrated NB-IoT and sigfox enables an application with ultra-long
battery life tracking devices.

LTE-M can support lower device complexity, extended coverage, and longer battery life.
NB-IoT and LTE-M are both presented as standard published by 3GPP, which they operate
on licensed spectrum. They have a common property of operation on existing cellular infra-
structure. NB-IoT uses the same features of power saving that is used in LTE-M, known as
PSM and eDRX. Research on signal processing and artificial intelligence (AI) processors pro-
vides a new model for smarter, connected devices that provide low-power cellular IoT con-
nectivity, which allows multimode LTE-M/NB-IoT to ensuring ultralow power consumption
and highly efficient performance required for a wide range of cellular IoT use cases. In cel-
lular IoT connectivity, integration of NB-IoT with a module that uses low-power digital sig-
nal processing and parallel processing architecture will be allow use of ultra-low power

FIGURE 6–14 Data transmission in NB-IoT network.
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concept in IoT . This achieves outstanding power consumption, while retaining the flexibility
to support multiple cellular IoT standards.

6.5 Narrowband-Internet of Things applications
Many expected applications of wide-area communications technology do not require high
data rates, but instead require a low-cost device that consumes very little power and can be
deployed in massive numbers. 3GPP collaborative standards organization has defined a
standard for low-power wide-area IoT networking as NB-IoT, which will be able to deploy
many kinds of applications such as smart grid, smart cities, smart environment, and smart
industry.

6.5.1 Smart grid

NB-IoT provides a secure communications technology for smart grid depending on the net-
work types such as home area network and neighborhood area network or for access core
networks [31]. The features of NB-IoT such as excellent coverage and low power consump-
tion will promise to improve the smart grid deployment in metering, real-time monitoring,
and electric vehicle (EV) charging. In smart metering, NB-IoT will reduce the complexity and
cost of using gateways, allowing the smart meters to directly communicate via cloud, and
offer high implementation flexibility because of ability to operate in different kinds of envi-
ronment. The deployment of NB-IoT in smart metering will provide low device power con-
sumption and low cost of energy used in hardware. In smart metering, automated meter

Table 6–1 Features comparison between NB-IoT and other LPWAN technologies.

Technical metrics NB-IoT LTE-M LoRaWAN SigFox

Carrier bandwidth 200 kHz 1.4 MHz 125 and 250 kHz 100 Hz
Uplink SC-FDMA SC-FDMA Wide-band linear frequency Ultra-narrowband

(UNB)Downlink OFDMA OFDMA Frequency-
modulated pulses

Modulation QPSK 16 QAM CSS BPSK
Bands Licensed LTE Licensed LTE 915 MHz ,1 GHz
MCL 164 dB 156 dB 155 dB 160 dB
Data rate 250 kbps 1 Mbps 50 kbps 100 bps
Coverage ,25 km 5 km ,20 km ,40 km
Power consumption

(battery life)
.10 years 10 years ,10 years .10 years

Cost Low High Low Lower than NB-IoT
MAC layer LTE based LTE Aloha based Aloha based
Connection density

(maximum number
of devices)

50,000 per cell .50,000 per cell 100,000 per cell 100,000 per cell

Mobility No Yes Yes No
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reading services can be integrated with 2G and 4G networks. It will be able to collect
real-time power metrics voltage, current, and other information about power consumption.
By interfacing the AMI with NB-IoT, meter vendors can provide not only meters but also the
complete AMI solution including metering data management and head-end system (HES),
via the NB-IoT network. The smart meters data could be received by the utilities data center
as shown in Fig. 6�15. Through this way, accurate bills will be sent to the end users via
mobile SIM cards or cloud services [32].

NB-IoT can offer more benefits to the water companies for smart water consumption
metering and calculation of forecasting future demand. The implementation of NB-IoT
achieves the possibility of transferring a set of water information based on metering sensors
to the company management system to give an ability to exchange information about real-
time meter reading, accumulate measuring, reverse-flow consumption, water temperature,
pipe pressure, and tempering alarms. And for smart gas metering, NB-IoT can provide a
smart solution business management for gas companies through cloud services.

In smart EV charging, NB-IoT technology will contribute to achieving an intelligent
interconnection and interaction between the electrical vehicles, batteries, and charging
stations under the control of power supply grid management system. Smart charging pro-
vides related information to citizens in real time to enable better-charging management
and by using the NB-IoT, millions of devices can be connected with this smart charging
service due to massive connectivity in NB-IoT [33]. The use of smart charging system will
mitigate the overloading problem in electric grid by switching the information of EVs
charge and battery status via bidirectional communication for data exchanging through the
NB-IoT network (see Fig. 6�16) with acceptable response times approximated to 2�5 min
and data rate between 9.6 and 50 kbps.

6.5.2 Smart cities

The deployment of NB-IoT in a smart cities will open avenues to build a new type of techno-
logical cities, by achieving intelligent operation in transportations, tracking systems, environ-
ment monitoring, health care, and smart buildings [34]. NB-IoT could connect these
technologies together more efficiently and also connect a variety of devices such as monitors
or weather sensors, to achieve efficient wireless performance without any constant contention
between power consumption and inefficiency. In health care, the integration of wearable
appliances with the hospital’s management is very important [35]. NB-IoT can provide
suitable solutions for such healthcare applications because it supports secure communication
over a long range and high energy efficiency that can be used in smart health care to enable
the personalization of healthcare allocation to real-time patients and medical professionals
under the term of health 4.0 [36]. NB-IoT will provide an efficient way for the integration of
wearable appliances with the hospital’s managements and with help of edge computing tech-
nology, and it will be possible to deal with the requirement of latency in the medical process
[35]. By using the massive NB-IoT terminals, cloud computing, and services in health care,
the concept of personalization will be achieved. In Health 4.0, improved health care with safe
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assembly mechanisms for health services will improve disease treatment strategies and allow
for progressive allocation through the disease surveillance repository anywhere, at any time,
and for both drug integration and nondrug treatment [37].

FIGURE 6–15 NB-IoT AMI solution.

FIGURE 6–16 Smart vehicles charging-based NB-IoT infrastructure.
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In transportation, the solutions to reduce the impact of congestion and improve
public transport can be handled by NB-IoT networks for tracking vehicles in real time,
collecting information from vehicles or road sensors to the transportation monitoring
center for the purpose of traffic analysis and navigation [38]. Another consideration is
dealing with road instructions for a drivers group setting, which can be handled through
NB-IoT network with vehicle-to-vehicle to inform about changes in transport routes, the
nearness or nonappearance of stopping paths, or changes in roadway allowable velocity
according to any other different conditions. For street lighting, NB-IoT can help to
improve energy utilization and also reduce the difficulty of large-scale street lights man-
agement, as well as to provide an intelligent upgrading model for urban street light
system. The use of street light controlling system over NB-IoT will allow to get the real-
time status of the street lights, energy consumption, and other parameters. The collected
information can be used for analysis and for performance improvement. [39]. Through
NB-IoT control terminals, the current environmental situation can be analyzed and con-
trolthe street lights by adjusting the light brightness to adaptthe ambient light intensity.
Generally, the NB-IoT smart street lighting system may consist of three layers, namely
transmission, platform, and application, as shown in Fig. 6�17. The information from
NB-IoT sensors as a transmission layer will be routed to the applications in the monitor-
ing center through different types of platforms.

6.5.3 Smart industry

In the smart industries, machines are connected inside the factories with a number of
sensors that can be connected to the cloud, allowing for optimal planning and flexibility
in manufacturing and maintenance, in addition to being self-monitoring of all related
operations. NB-IoT sensors can add special values to the smart industry by predicting the
possibilities of machine breakdown in the factories. This will help in scheduling mainte-
nance to minimize factory downtime, by sending information through safe and efficient
networks to the monitoring and decision-making center to take a suitable action. The use
of AI with an NB-IoT network capable of automatic monitoring of the machine alerts the
facility manager when the device needs maintenance by AI algorithms that automate
learning and pattern recognition in order to monitor the state of the machine [40].
Industrial automation using NB-IoT can provide a new model for connecting industrial
IoT devices to critical industrial systems. It can combine a range of functions such as pre-
cise indoor positioning and supporting ethernet via new radio (NR), thereby allowing to
access QoS adapters to support the reuse of existing industrial devices and control sys-
tems. Fig. 6�18 shows the concept of smart industrial automation through time-sensitive
network (TSN) with the interaction of NB-IoT technology.

In smart industrial automation, TSN and industrial control systems typically use
ethernet-based transport. The integration of NB-IoT industrial devices with the TSN
ethernet domain forms an NR as a technology for supporting a wide variety of services,
devices, and deployments. The 5G industry NR across a diverse spectrum will overcome
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any deterioration in the performance of industrial automation. It enables more advanced
automation, easing flexibility, and enabling greater efficiencies during communication,
thereby allowing a greater level of insight in real-time into the state of production and
operation [40]. In addition, a 5G industry NR network facilitates the incorporation of
technologies such as cloud computing, machine learning, and big data processing. In
industry, the NB-IoT in the context of 5G will reduce the IoT connectivity costs. The coex-
istence of NB-IoT in 5G industry will enhance the mobile broadband in the critical indus-
try communication.

6.6 Narrowband-Internet of Things deployment challenges
and solutions

NB-IoT technology is specifically designed to overcome the drawback in many applications.
This opens the door to new deployment challenges to deal with rapid growing smart IoT
applications related to the requirements of long coverage range, very low power, and very
low data rates. Low battery life in many IoT sensor applications is required to avoid high
power consumption and costly maintenance by optimizing the life cycle of devices by reduc-
ing repetitions to transmit data [41]. In NB-IoT, the maximum battery life is expected in the
range of 10 years where small data packets are sent through applications, but one of the big-
gest challenges for NB-IoT device battery life is that it can be significantly impacted by low
coverage [42]. The solution for long battery life lies in that manufacturers should determine

FIGURE 6–17 Smart light-based NB-IoT transmission model.
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the level of power required to manage devices when controlling the connection process
under active, idle, standby, and sleep modes, in addition to the amount of energy required
by the devices and management according to applications. From the other point of view, the
3GPP standard specifies PSM to allow devices to enter into deep sleep mode and switch off
most of its internal components.

In NB-IoT, extreme coverage for industrial IoT is very important. The target for NB-IoT is
to be able to provide sufficient coverage to reach areas in remote location or in difficult
access regions. NB-IoT is expected to enable a maximum coverage gain over regular LTE.
Depending on the deployment and configuration methods, the gain must be kept at a maxi-
mum for all the existing LTE base stations grid [43]. The solution for extreme coverage lies in
the fact that the manufacturers must conduct studies on a different number of scenarios for
a different radio frequency environment including remote locations. Another challenge in
NB-IoT deployment is ensuring the network’s ability to cope with the expected volume
growth in connected devices. NB-IoT promises several solutions to the industrial IoT; how-
ever, the success of the NB-IoT system depends on the manufacturer and service provider
solutions to overcome the challenges in battery life, coverage, low cost, and network capabil-
ities by performing field measurement.

Security in NB-IoT is an emerging issue. For NB-IoT deployment, to prevent informa-
tion from being stolen, the use of cryptographic algorithms such as data encryption, iden-
tity authentication, and integrity verification is required. The application layer in NB-IoT
occupies a larger amount of data and the requirements are identification and processing of
this massive heterogeneous data, integrity, and authentication of data, and access control

FIGURE 6–18 Industrial automation using NB-IoT technology.
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of data [44]. In NB-IoT network, the data travels encrypted therefore in a secure way. The
threat is when data leave NB-IoT network and is sent through the internet from the network
operator to the final cloud server. On the other hand, some of the IoT devices may be
located in the areas that will probably be attacked by gaining a physical access to device con-
trol. The weakness in passwords and encryption in many Internet objects, devices, SIM card,
transceivers, or wearables will open a security loopholes for attackers. NB-IoT should pro-
vide means of security in connecting various devices of different capabilities in different
applications and must enable scalable security solutions management for a large number of
IoT devices, in addition to providing end-to-end security measures between IoT devices and
Internet host even in the clouds. For these security issues, NB-IoT uses the LTE security
levels AS and NAS to secure signaling messages between a UE and MME in the control
plane, and to secure the delivery of RRC messages between a UE and eNB in the control
plane and IP packets in the user plane. Authentication and trust procedures with identity
management should take place to secure the relationship and access between the IoT net-
work components, and ensuring the validation of data analysis engines depending on the
implemented application. Threats and attacks that can occur to the devices also require pro-
cedural processes to resist some types of attacks that can occur in the IoT.

6.7 Conclusion
NB-IoT and its technical aspects will make the IoT more important in the future. Due to
massive increase in the IoT devices and billions of connections in different applications, cur-
rent communication technologies will face more difficulty in deploying smart applications.
The use of NB-IoT will get rid of most of these difficulties such as cost, power consumption,
and wide range coverage, in addition to matching different spectrum allocation of operators.
It can be used for applications such as smart metering, properties monitoring, agriculture,
smart every environment, and logistics management. For all these applications, NB-IoT
meets the requirements of rate latency, battery life, and dense wide-area connectivity.
In smart cities, NB-IoT with the LTE makes it possible to control street lights, free parking
space, and environment conditions. New NB-IoT initiatives will be easily set under any net-
work and services that help to make a very attractive business.
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7.1 Introduction
In the domain of standards-based low-power wide-area networks (LPWAN) operating in
licensed bands, narrowband IoT (NB-IoT) and long-term evolution (LTE) for machines
(LTE-M) are two interrelated and complementary solutions. Both are based on 4G LTE as
the foundation. The two are collectively referred to as LTE IoT and are designed to coexist
with existing LTE infrastructure, spectrum, and devices. At the same time, LTE-M also forms
the segue to and complements future 5G-based IoT networks. Chapter 6, NB-IoT: concepts,
applications, and deployment challenges, has covered NB-IoT solution extensively. This
chapter builds upon the LTE foundation from Chapter 6, NB-IoT: concepts, applications, and
deployment challenges, and provides corresponding coverage for LTE-M.

The next section summarizes the major applications addressed by LTE-M and the pri-
mary objectives LTE-M is expected to meet. Subsequent sections cover the architecture and
operational aspects of LTE-M. This is followed by discussion on interrelationships from LTE
and LTE-M and future coexistence between LTE-M and 5G networks. LTE-M evolution from
3rd Generation Partnership Project (3GPP) Release 13�15 is summarized. The chapter con-
cludes with a discussion on applications and selected use cases for LTE-M.

7.2 LTE-M as low-power wide-area network solution
As indicated in Chapter 1, Introduction to low-power wide-area networks, LPWAN is a wide-
area network for meeting requirements for smart and intelligent applications and services.
LTE-M is a versatile and powerful standards-based LPWAN solution.

7.2.1 LTE-M introduction

As an LPWAN technology, LTE-M supports a wide array of IoT applications. It is primarily
targeted to IoT applications that require comparatively high data rates, low-power
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consumption, low latency, mobility, and wide coverage. Voice over LTE (VoLTE) capability is
also supported. LTE-M benefits from all the security and privacy features of 3GPP solutions,
such as support for user equipment (UE) identity, confidentiality, entity authentication, and
data integrity. Key application candidates which require such attributes are smart transporta-
tion, critical time-sensitive health services, wearables which monitor vital measurements,
and industrial applications among others. LTE-M also covers IoT applications requiring deep
coverage where latency, voice capability, mobility, and data speed requirements are less
stringent. Such applications include tracking devices, smart grid, smart city, and home auto-
mation. Because of its range of performance and coverage as well as use of LTE standard as
a base, LTE-M is an LPWAN technology which has applicability to possibly highest number
of IoT use cases.

In terms of terminology, eMTC and LTE-M are used synonymously in this discussion
notwithstanding the minor differences between these terms [1]. The essentials are the
same.

7.2.2 LTE-M objectives

To address these applications, LTE-M is architected to meet the following major objectives
[1,2].

• Variable data rates to support a variety of applications and use cases,
• Support for a massive number of devices. 100,000 or more devices per access station can

be supported. This is particularly relevant in situations where devices have very low
data�throughput requirements,

• As compared to LTE, extended and deeper indoor coverage to overcome path loss and
attenuation through walls and floors,

• Support for very low-power operation with 10-year battery lifetime. This is specifically
needed for devices at remote locations that are hard to reach or where commercial
power supply is not available. The 5-watt-hour AA battery is a primary candidate for
such use,

• Selective support for both real-time and mission-oriented applications needing few
millisecond latency as well as deferred traffic applications with latency in few seconds
range,

• Low device cost comparable to operation in the LTE environment,
• Voice to be supported as part of standard LTE functionality but not necessarily in

extended coverage scenarios,
• Compatibility with LTE networks and connection for MTC traffic without requiring a

gateway,
• Deployment of LTE-M in-band within an LTE carrier for compatibility reasons, and
• Software upgradable from LTE as a seamless path toward 5G MTC solution.
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7.3 LTE-M architecture
LTE-M and NB-IoT have very similar architectures based on LTE constructs [3]. As part of
NB-IoT architecture discussion, the main attributes of base LTE network were covered in
Chapter 6, NB-IoT: concepts, applications, and deployment challenges. Some of the LTE-M
relevant aspects of LTE architecture are reproduced here for the sake of completion.

LTE is a comparatively flat Internet protocol (IP)-based standard to significantly enhance
3G performance in terms of multimedia applications (see Fig. 7�1).

The radio access network (RAN) termed eUTRAN/eNodeB uses single-carrier frequency-
division access in uplink (UL) and higher-performance orthogonal frequency-division multi-
ple access in downlink (DL) [4,5]. The packet core is designated as enhanced packet core
(EPC). The integrated base station/controller eNodeB provides radio access and manage-
ment functions and the radio bearer to the LTE devices. EPC manages and handles varying
types of user and device traffic, supports and introduces new equipment and applications,
and provides support for seamless mobility and service portability across wireless IP
networks.

The UL and DL channels are indicated in Fig. 7�2 [6].
Data channels in LTE are formulated using resource blocks (RBs) standardized with a fre-

quency band of 180 kHz. The 1 millisecond transmission time interval (TTI) is the smallest
unit of time in which eNodeB is capable of scheduling any user for UL or DL transmission
[5]. If a user is receiving DL data, then during each 1 millisecond, eNodeB will assign

FIGURE 7–1 4G LTE basic architecture.
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resources and inform user through physical downlink control channel (PDCCH) where to
look for its DL data. In case of errors in received packets, incremental redundancy hybrid
automatic repeat request (IR-HARQ) process as depicted in Fig. 7�3 is utilized [7].

Based on LTE, LTE-M architecture is developed as a progressive set of 3GPP Releases
13�15. Release 12 was the first attempt in 3GPP to provide basic support for MTC IoT appli-
cations using LTE as the foundation [8,9]. Release 12 is introduced in the following to pro-
vide the context for the LTE-M releases.

PMCH: Physical multicast channel; MBMS control information and traffic

PCFICH: Physical control format indicator channel; format of signaling

               being received

PHICH: Physical channel hybrid ARQ indicator channel; hybrid ARQ status

PDCCH: Physical downlink control channel; scheduling information

PDSCH: Physical downlink shared channel; data transfer

PBCH: Physical broadcast channel; system information

PUSCH: Physical uplink shared channel; data transfer

PUCCH: Physical uplink control channel; control signaling requirements

PRACH: Physical random access channel; random access functions

PUSCH, PUCCH, PRACH

PBCH, PDSCH, PDCCH, PHICH, PCFICH, PMCH

FIGURE 7–2 Uplink and downlink physical channels in LTE.

FIGURE 7–3 Incremental redundancy HARQ process.
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3GPP Release 12
Consistent with IoT requirements, the main focus in Release 12 for MTC support is to

provide higher device power utilization efficiency and simpler and cheaper solution as com-
pared to standard LTE. It defines a new Cat-0 device operation. These include single receive
antenna, reduced soft buffer size used for HARQ packet combining, reduced peak data rate
(1 Mb/s), and half-duplex (HD) operation.

For reducing power consumption in the device and to enable 101 -year operation for the
battery, the primary assist is power saving mode (PSM) [10]. In standard LTE operations, one
way for the UE to conserve its battery is to turn itself off for short periods. However, when it
needs to communicate with the network again, it needs to reattach to the network which
consumes power. For the PSM feature instead, the UE does not turn itself off but stops
checking for paging. It is still registered with the network and maintains connection config-
urations. During this period, the UE is not reachable. It remains in this hibernate or deep
sleep state until a device-originated transaction occurs (see Fig. 7�4).

The extended tracking area updates period results in overall lower battery consumption.
Using single receive antenna and single receive chain operation, the multiple receiver

chain for MIMO is eliminated. Reducing soft buffer size allows less overhead. Cat-0 operates
up to standard 20 MHz LTE band to be compatible with LTE operations and supports
reduced data rate. Lower data-rate operation reduces the complexity and cost for both pro-
cessing power and memory significantly. HD approach in frequency division duplex (FDD)
operation makes it possible to avoid the duplex filter.

7.3.1 Modifications for LTE-M in 3GPP Release 13

Release 13 is considered as the first standards release for both LTE-M and NB-IoT [1,11�13].
The enhancements for LTE-M and NB-IoT over LTE Release 12 are primarily in the areas of
coverage extension and significant additional power savings [14]. LTE-M defines a Cat-M1

FIGURE 7–4 Power saving mode (PSM).
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device operation for these requirements. The physical layer provides basic capabilities of
extended coverage and higher power efficiency while at the same time it maintains compati-
bility with LTE. New media access control (MAC) and higher-layer procedures include
mechanisms to augment the layer 1 battery power saving. LTE-M operates in the smallest
LTE 1.4 MHz band in a standalone mode and it can also be provisioned as part of larger 3, 5,
10, or 20 MHz LTE bands.

The key LTE-M-related modifications are summarized in the following. Several of these
are common between LTE-M and NB-IoT. Modifications which are LTE-M-specific are men-
tioned as well.

7.3.2 Features for extended coverage

Coverage enhancement (CE) is achieved using a combination of techniques including power
boosting of data and reference signals, repetition/retransmission for both control and data
channels, and relaxing performance requirements. In enhanced coverage mode for LTE-M,
power spectral density boosting and additional repetition are used to reach devices in poor
coverage. LTE-M also provides the option of reducing output power to 3 dB for lower imple-
mentation cost while still maintaining the coverage.

The typical measure for coverage is maximum coupling loss (MCL) [15]. It is the limiting
value of the coupling loss at which a service can be delivered and therefore defines the cov-
erage of the service. MCL is a good measure of the design as it is independent of frequency
and environmental factors [15]. Without CE, legacy Release 12 or earlier LTE systems operate
up to MCL of approximately 144 dB. In most cases for outdoor urban or suburban environ-
ments, the LTE network provides adequate signal strength to satisfy this MCL. However,
indoor coverage is more difficult because of in-building environment where penetration loss
can be very high. For example, if a device is underground or deep inside a building, the
external wall penetration loss and in-building penetration loss can be significant.

Repetitive transmissions: Repeatedly sending the same data over a period of time or trans-
mitting the same transport block multiple times in consecutive subframes using TTI bun-
dling can significantly increase the probability for the receiver device to correctly
decode transmitted messages. Repeating in time almost every channel beyond one subframe
(1 millisecond) allows enough energy to accumulate for decoding purposes. It improves
coverage at cell edge or in poor radio conditions. Also, in TTI bundling, instead of retrans-
mitting the erroneous data with a new set of coded bits, the sender sends redundancy ver-
sions of the same set of bits in consecutive TTI based on the packet recovery technique of
HARQ (see Fig. 7�5) [7].

This avoids delay and reduces control plane overhead at MAC layer. TTI bundling is uti-
lized both in DL and UL.

Lower-order modulation: By utilizing quadrature phase-shift keying (QPSK) instead of 16
quadrature amplitude modulation (16 QAM), the probability of successful detecting bits
increases. However, lower modulation implies lower spectral efficiency (bps/Hz). This results
in lower bandwidth but extends the coverage.
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Repetitive transmission and lower modulation rate allow LTE-M MCL to increase to
156 dB. This is 12 dB higher than the values for LTE Cat-1 in LTE Release 8 or Cat-0 in LTE
Release 12. This results in roughly seven times more coverage.

LTE-M standard supports two CE modes: CE Mode A and CE Mode B. CE Mode A can
use up to 32 repetitions whereas CE Mode B can utilize up to 2048 repetitions for the data
channels. CE Mode A is the default mode of operation for LTE-M networks, providing effi-
cient operation in coverage scenarios where moderate CE is needed with full mobility sup-
port. In this case, channel state information (CSI) feedback is supported. It is designed to
maintain the LTE-M advantages of higher data rates, voice call possibility, and mobility sup-
port. CE Mode B, which extends the coverage area compared to Mode A, is an optional
extension providing even further CE at the expense of throughput and latency. Limited/no
mobility support and minimal CSI are available. It is mainly designed to provide coverage
deep within buildings. Mode B is intended for applications with stationary or pedestrian
speeds that require limited data rates and limited volumes of data over time.

7.3.3 Power saving and extended battery life

Power saving is a key LPWAN requirement to assist IoT devices to conserve battery power
and potentially achieve and exceed 10-year battery life. In addition to the mechanism of
PSM incorporated in Release 12 Cat-0 devices, power saving is facilitated by a variety of tech-
niques in LTE-M including extended discontinuous reception (eDRX), modified attach

FIGURE 7–5 HARQ with TTI bundling.
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procedure, use of control plane for data traffic, and connected mobility mode (CMM). The
CE facilities of lower 1.4 MHz LTE channel and reduced modulation rates mentioned in the
previous section also reduce complexity and battery power consumption.

eDRX: Currently, standard LTE devices use DRX introduced in Release 10 to extend bat-
tery life between recharges [10,16]. A DRX cycle consists of an On duration during which the
device checks for paging and a DRX period during which the device is in sleep mode. A
device can avoid monitoring the control channel for both sleep and connected modes, thus
enabling further device power savings [10]. By momentarily switching off the receive section
of the radio module for a fraction of a second, the device is able to save power. The device
cannot be contacted by the network while it is not listening, but if the time period is kept
small, the device will not experience a noticeable degradation of service. For example, when
being accessed by the base station, the device might simply respond a fraction of a second
later than if DRX was not enabled.

eDRX allows the time interval during which a device is not listening to the network to be
greatly extended (see Fig. 7�6).

For many IoT applications, it may be quite acceptable for the device to not be reachable
for a few seconds or longer. For LTE, DRX limit is 2.56 seconds. For LTE-M in sleep mode,
the maximum possible DRX cycle length is extended to 43.69 minutes, while for connected
mode, the maximum DRX cycle is extended up to 10.24 seconds.

eDRX can be used along with or without PSM for power savings. While not providing the
same levels of power reduction as PSM, eDRX may provide a good compromise between
device reachability and power consumption for some applications.

Modified attach process: When PSM or eDRX is enabled, the system may lose communi-
cation with the device for DL traffic. In LTE-M, a modified attach procedure is implemented,
which allows the device to set up an ad hoc connection not scheduled by PSM or eDRX.
This feature triggers a packet data network connection establishment via short message
service mechanism [13].

FIGURE 7–6 Extended discontinuous reception (eDRX).
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The use of control plane to carry user data traffic is very effective for services that
occasionally transmit reasonably small amounts of data. Utilization of control plane for user-
traffic results in reduction of amount of signaling required and in reduction in the time
needed for setting up data bearer, thus optimizing power consumption. This is particularly
relevant for scenarios involving mobility.

CMM is the default mode used by LTE-M wherein the network performs cell reselection
to retain the session during Handovers. Standard LTE deployments rely on idle mode mobil-
ity wherein the device performs the cell reselection. This is clearly applicable only in the
case of nonstationary IoT devices.

7.3.4 Narrowband operation

An LTE-M device follows narrowband operation for the transmission and reception of physi-
cal channels and signals. The maximum channel bandwidth is reduced to 1.08 MHz, with
predefined set of six contiguous RBs (see Fig. 7�7).

The six 180-kHz RBs along with the guard bands constitute 1.4 MHz, the smallest LTE
band. To handle low-bandwidth applications from 10s of kbps to 1 Mbps, the 1.4 MHz LTE
band is utilized for both control and data signaling. This implies 375 kbps upload and down-
load speeds in HD and 1 Mbps speed in full-duplex (FD) modes. LTE-M devices follow the
same cell search and random access procedures as used by legacy UE.

One implication of narrowband operation is limited frequency, spatial, and time diver-
sity. This results in inability of managing effects of fading and outages. To address this, fre-
quency hopping is introduced among different narrowbands using RF retuning [17]. This
hopping is applied to different UL and DL physical channels when repetition is enabled.
The utilization of 1.4 MHz channel is distinctively different from the NB-IoT utilization of
180 kHz.

FIGURE 7–7 LTE 1.4 MHz band with six RBs.
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7.3.5 Low cost and simplified operation

In addition to modifications associated with key LPWAN specific features like enhanced
coverage, power reduction, and narrowband operation, there are several other areas 3GPP
release 13 has been enhanced. These include reduction in complexity, simplified operations,
and cost reduction. More effective and efficient resource utilization is enabled by simplifying
the LTE channel structure via elimination of channels associated with non-MTC type appli-
cations. Cat-M1 operation also introduces new control and data channels that are more effi-
cient for narrowband MTC operations.

MTC-oriented channel enhancements: For managing transmission of DL control informa-
tion in wideband LTE, legacy PDCCH is able to use the first orthogonal frequency-division
multiplexing (OFDM) symbols in a subframe. This implies that control and data are multi-
plexed in the time domain within the same subframe. A narrowband LTE-M device is not
able to monitor these channels. As a result, this functionality is replaced by a new control
channel called MTC physical downlink control channel (MPDCCH) [4,18]. It is similar to LTE
PDCCH with additions of repetitions and frequency hopping support. MPDCCH is used for
bandwidth-reduced operation and carries common and device-specific signaling. This new
control channel spans up to six RBs in the frequency domain and one subframe in the time
domain.

The LTE physical downlink shared channel and physical uplink shared channel are aug-
mented with addition of repetitions and frequency hopping to create the enhanced MTC
physical downlink shared channel and MTC physical uplink shared channel. These MTC-
oriented channels along with corresponding control channels mentioned above support IoT
MTC applications.

Handling legacy control region: In legacy LTE, the number of OFDM symbols which con-
stitute the size of the control region is indicated in physical control format indicator channel
(PCFICH) and can potentially change every subframe. In LTE-M, this information is semista-
tically signaled in the system information block. This eliminates the need for LTE-M devices
to decode PCFICH.

HARQ feedback for UL transmissions: In legacy LTE, this information is contained in phys-
ical channel hybrid ARQ indicator channel (PHICH). PHICH is eliminated in LTE-M.
Retransmissions are designed to be adaptive, asynchronous, and based on new scheduling
assignment received in an MPDCCH.

The applicable UL and DL LTE-M channels are depicted in Fig. 7�8. Clearly, there is con-
siderable simplicity compared to legacy LTE channels shown in Fig. 7�2.

Cost reduction: Significant cost reduction results from various modifications associated
with narrowband operations, power reduction mechanisms, and simplification of physical
layer. Additional features are also introduced to further reduce the cost of LTE-M devices.
These include reduced transmission mode (TM) support, reduced number of blind decod-
ings for control channel, and no simultaneous reception.

TMs in LTE pertain to differing approaches of diversity configurations, multiplexing, pre-
coding, etc. in multiantenna situations [19]. In LTE, eight TMs are supported. For LTE-M,
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this is whittled down to only four—TM modes 1, 2, 6, and 9. Blind decoding pertains to
decoding of a set of candidates to identify which transmissions are directed to the device
itself. No simultaneous reception implies that a device is not required to decode unicast and
broadcast data simultaneously.

More efficient signaling: New access control mechanisms such as extended access barring
prevent devices from generating access requests when the network is congested, thus elimi-
nating unnecessary signaling. The network can also utilize group-based paging and messag-
ing to more efficiently communicate with multiple devices.

Enhanced resource management: LTE-M allows a large set of devices to share the same
subscription. Resources and device management can be consolidated. For example, a group
of water meters in a smart city can be collectively provisioned, controlled, and billed.

Emphasis on HD operation: The LTE-M standard supports FDD and time division duplex
(TDD) operation for LTE-M deployments in both FD and HD modes in paired and unpaired
bands, respectively. HD operation is the primary choice in most LPWAN applications. It is
less complex and less costly. This allows the device to implement a simpler radio frequency
switch instead of a full duplexer. However, HD operation results in a lower peak rate com-
pared to devices that support FD operation.

7.3.6 Use of LTE priority structure for LTE-M applications

One of the distinctive features of LTE is the very versatile and robust priority assignment
structure for user-traffic bearers. There are 13 priority levels ranging from 0.5 (highest) to 9
(lowest) supporting guaranteed bit�rate (GBR) and non-GBR (N-GBR) bearers [20].
The priority levels are characterized by varying combinations of packet delay and packet

MPDCCH: MTC physical uplink control channel; scheduling information,

                 data transfer

MPDSCH: MTC physical downlink shared channel; data transfer

MPUSCH: MTC physical uplink shared channel; acknowledgement, data transfer

MPUSCH, M
PUCCH

MPDSCH, M
PDCCH

MPUCCH: MTC physical uplink control channel; acknowledgement

FIGURE 7–8 LTE-M physical channels.
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error rate (PER). Packet delays range from 50 to 300 milliseconds and a range of 1022 to
1026 is available for PER. The standards provide suggested mapping of various application
classes to these priority levels but the network operators can apply their own discretion to
assign the priority levels for their services. This is a strong and effective platform for manag-
ing the varying quality of service (QoS) requirements for LTE-M-based LPWAN services and
provides a unique advantage to LTE-M.

Several classes of applications can be mapped for LTE-M usage. A representative map-
ping is suggested in Table 7�1. The best available PER of 1026 is used since data integrity is
very important for MTC type applications. This is paired with three options for packet delay
—60, 100, and 300 milliseconds.

MTC1 are applications, which may be delay-tolerant, for example utility meters. MTC
3 type applications may be delay-sensitive, for example remote robotics surgery. MTC 2 can
be applied to applications such as smart city which fall in between these two extreme
attributes.

7.4 Optimizing long-term evolution core network
So far, the facilities provided by RAN have been discussed. The modified LTE EPC also plays
a key role in supporting LTE-M based IoT applications.

The EPC is enhanced to provide efficient signaling and resource management to handle
significantly larger amount of signaling and control traffic generated in MTC type applica-
tions. This is necessitated by the need to support massive number of connected devices in
IoT applications. The MTC traffic puts very challenging requirements as compared to multi-
media voice, data, and video broadband applications. Most MTC IoT devices have character-
istic of small data and sporadic nature of data transfers. Hence capacity per se is not a major
issue for LTE-M operations.

Another approach relates to consolidation of the various entities constituting the EPC.
These include consolidating mobility management entity (MME), signaling gateway (SGW),
and packet gateway (PGW) into a single core called EPC-lite. The choice of EPC-lite or EPC
is driven by considerations of cost versus performance.

Table 7–1 Proposed LTE-M priority structure.

3GPP suggested service Priority level
Est. packet delay
(milliseconds)

Est. packet
error rate

Suggested LTE-M
application

Nonconversational video 5 (GBR) 300 1026 MTC 1
IMS signaling 1 (N-GBR) 100 1026 MTC 2
Mission-critical delay-

sensitive signaling
0.5 (N-GBR) 60 1026 MTC 3
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7.5 LTE-M release sequence 13$ 14$ 15
The primary goal in the release sequence 13 $ 14 $ 15 is to continue to improve battery
life, message latency, and other aspects of performance. Both LTE-M and NB-IoT have con-
tinued to evolve in 3GPP Releases 14 and 15, delivering more capabilities and better efficien-
cies for massive IoT applications [21,22]. Facilities such as single-cell multicast, device
positioning, and higher data rates are applicable to both LTE-M and NB-IoT. The modifica-
tions in areas of enhancing VoLTE are applicable only to LTE-M. The cell size extension fea-
ture is applied only to NB-IoT since extended coverage is of more relevance to NB-IoT.

Release 14 enhancements
Release 14 enhancements include increased data throughput, a new Cat-M2 device, mul-

ticast support, positioning enhancements, voice optimizations, improved mobility support,
and reduction in power usage [21]. For Cat-M2 CE class A devices, the band is increased to
5 MHz whereas Cat-M2 CE class B retains 1.4 MHz band.

Release 14, also called feMTC, adds bands 25 and 40. Additional features to increase data
rates and decrease latency include larger transport block size and more HARQ processes.
Single-cell multicast is used for easy over-the-air firmware upgrades and device positioning
for asset location tracking. Observed time difference of arrival (OTDA) enhancement enables
capability of real-time location services for IoT use cases such as asset tracking or eCall.
eCall is a feature which automatically calls emergency services without human intervention
if the situation warrants it. Voice optimization for VoLTE enables devices such as wearables
to more efficiently handle voice traffic in HD mode. Support for interfrequency measure-
ments provides better handover execution. For power efficiency, the time the device spends
in the connected mode is further reduced. Release assistance information capability is intro-
duced, which allows the device to request that it be released from the connected state after it
has completed all its communications.

Release 15 enhancements
Release 15 focuses on improving latency, spectral efficiency, and reduced power con-

sumption [21].
Lower latency is achieved by reducing system acquisition time and supporting early data

transmission. The spectral efficiency, and hence the system capacity, is improved in the DL
by the introduction of higher-order modulation (64 QAM) and in the UL by the introduction
of finer-granularity resource allocation.

To reduce power consumption, additional features such as wake-up signals, new synchro-
nization signals, and improved HARQ feedback are introduced. In addition, a new low-
power wake-up radio design, relaxed cell reselection monitoring, semipersistent scheduling,
quicker radio resource control release, and lower transmit power classes (e.g., 14 dBm) are
introduced.

Further enhancements are also made to load control with level-based access class
barring.

TDD spectrum support is emphasized to enable further deployment flexibilities.
Operation is extended to 200 km/h velocity.
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The Releases 14 and 15 enhancements are optional and are fully backward compatible
with Release 13.

7.6 LTE-M compatibility and migration
Because of it being an integral member of the 3GPP standards, LTE-M provides a seamless
software upgrade opportunity from standard 4G LTE systems, has a complementary relation-
ship with NB-IoT, and provides an efficient migration path to 5G network. Another dimen-
sion of LTE-M evolution is toward proprietary application in private networks.

7.6.1 Migration from LTEto LTE-M

Existing infrastructure for 4G LTE can be leveraged for LTE-M operation. Deployment of
LTE-M can be done in-band within a normal LTE carrier and it can also operate in a shared
spectrum with an existing LTE network. Existing antennas, radio, or other hardware can be
reused without modifications.

As defined in Release 13, LTE-M supports bands 1, 2, 3, 4, 5, 7, 8, 11, 12, 13, 18, 19, 20,
26, 27, 28, 31, 39, and 41, which is a subset of the LTE bands [23]. An LTE-M device can
coexist with other LTE UEs on the same eNodeB. A software upgrade to an existing eNodeB
is needed to support Cat-M1 devices. The coexistence of LTE-M is facilitated by the fact that
it can occupy 1.08 MHz range in any of the LTE frequency bands from 1.4 to 20 MHz. LTE
network supporting Cat-M1 devices can utilize multiple narrowband regions with frequency
retuning to enable scalable resource allocation and use frequency hopping for diversity
across the entire LTE band [24,25]

7.6.2 Coexistence of LTE-M and NB-IoT

Both LTE-M and NB-IoT are optimized for comparatively low complexity and power, deep
coverage, and high device density as compared to LTE. There is a good compatible and com-
plementary relationship between LTE-M and NB-IoT since both are based on the LTE plat-
form [26]. The primary difference is their operational bands. LTE-M operates at 1.4 MHz in-
band with LTE, whereas NB-IoT can operate at 180 kHz in-band, in guard band, or in a
standalone mode [27]. This allows NB-IoT to repurpose GSM frequency structure as well.
Retuning of the antenna and using and provisioning the frequencies in the eNodeB can sup-
port both technologies.

Major areas in which LTE-M and NB-IoT differ include bandwidth support, latency,
power consumption, and device cost. LTE-M has higher throughput with lower latency and
battery use is optimized accordingly. The battery life of a Cat-M1 device can be lower than
that of Cat-NB1 and power consumption is more at comparatively high data rates as
opposed to NB-IoT which consumes less power at low data rates. LTE-M1 can also carry
voice for applications such as residential security systems.
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NB-IoT is designed for lower data rates, where comparatively larger delays are acceptable.
NB-IoT has advantages of support for wider coverage, larger number of devices supported,
cheaper devices, and flexibility of using in-band, in guard band, and standalone frequency
bands. The typical cost for a Cat-NB1 device is roughly 30% lower than that for Cat-M1
device.

Cat-M1 devices can support HD FDD in addition to TDD, while cat-NB1 devices support
only HD FDD. Overall, LTE-M can handle a superset of applications supported by NB-IoT.

Major similarities and differences between LTE-M and NB-IoT as well as with LTE Cat-1
and Cat-0 devices are summarized in Table 7�2 [26,28].

7.6.3 Migration from long-term evolution machine to 5G

5G is primarily targeted for IoT applications via use of mmWave frequency operation [29,30].
LTE-M has a natural relationship and migration path toward 5G network [23,31]. Whereas
LTE-M focuses on continued evolution toward support for massive number of devices, 5G is
targeted toward enhanced mobile broadband and mission-critical services. LTE-M meets the
5G battery life and message latency requirements for operations in the sub-6GHz frequency
range. A smooth operator migration path to and coexistence for LTE-M with 5G new radio
(NR) frequency bands are possible while preserving LTE-M deployments. 5G NR can accom-
modate LTE compatible attributes, for example frame structure. Alignment of 5G NR and
LTE-M subcarrier grids is effected via 5G NR duplex frequency configuration. Also, a 5G NR
device can rate match around radio resources taken by nondynamically scheduled LTE-M
signals.

7.6.4 Private LTE-M networks

Currently, MulteFire 1.0 supports mobile broadband and high-performance IoT applications
[32]. The MulteFire Alliance is adapting LTE-M and NB-IoT to operate in the unlicensed

Table 7–2 Device comparisons.

Attribute
LTE LTE LTE-M NB-IoT

Cat-1 Cat-0 Cat-M1 Cat-NB1

Rel 8 Rel 12 Rel 13 Rel 13

Max. data rate 10 Mbps (DL) 1 Mbps (DL/UL) 1 Mbps (DL/UL) 170 kbps (DL)
5 Mbps (UL) 250 kbps (UL)

Carrier bandwidth 1.4, 3, 5, 10, 15, 20 MHz 20 MHz 1.4 MHz 180 kHz
Duplex mode Full Half Full/Half Half
Device transmit power 23 dBm 23 dBm 20/23 dBm 20/23 dBm
Maximum coupling loss 144 dB 144 dB 156 dB 164 dB
Est. modem complexity 100% (ref) 75% 25% 20%
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spectrum and enable LPWAN use cases. This will in turn bring new opportunities for private
LTE networks.

The roadmap includes application of LTE-M in both 400/800/900 MHz as well as in
1.9/2.4/3.5 GHz frequency bands [32]. The intent is also to have a smooth migration when
MulteFire moves to the 5G platform.

7.7 LTE-M use cases
LTE-M has several attributes consistent with the QoS requirements, coverage options, and
low-power requirements for a large number of LPWAN applications. Regarding attributes of
coverage, battery life, and number of devices, all the major LPWAN options including LTE-M
are comparatively similar. LTE-M has major advantages in significant number of use cases
because of its comparatively high bandwidth (1 Mbps) and low latency (10�15 milliseconds).
Roughly speaking, these attributes allow it to cover a significant number of use cases resulting
in ability to handle a superset of use cases compared to other major LPWAN options. Also,
like the NB-IoT option, it operates in licensed bands and has the advantage of standardized
cellular LTE infrastructure. This provides strong security as compared to proprietary options
such as long-range wide-area network (LoRaWAN) and Sigfox. The key advantage with
respect to NB-IoT is mobility support. One issue for LTE-M is its somewhat higher estimated
device cost of $10 with respect to other major LPWAN options which range from $3 to $7.

The suggested anchor points for LTE-M use cases are shown in Fig. 7�9.
LTE-M-based solution has high suitability for medical applications compared to proprietary

solutions such as Sigfox and LoRaWAN. Major advantages are in areas of a wide set of attributes
supported and the sensors can be mobile and wearable. In this section, two interrelated case
studies relating to e-Health application based on LTE-M are summarized. The primary usage is
in real-time monitoring, early diagnosis, preventive care, management of chronic diseases, and
medical emergencies. Two representative scenarios are considered—one for basic and the other
for advanced remote health monitoring and management. For basic health monitoring support,
the need is to collect basic vital data such as pulse, respiratory rate, and body temperature. For
advanced monitoring and immediate attention, additional vitals such as blood pressure, elec-
trocardiograms, glucose level, and oxygen saturation are required. There are several architec-
tural solutions available in the literature for such applications [33].

7.7.1 Basic remote health monitoring

For basic monitoring purposes, a health sensor with LTE-M interface capabilities can directly
communicate with an LTE-M base station. Fig. 7�10 provides major components which
come into play.

The data collected by wearables may in fact be in unformatted form with minimal proces-
sing in the wearable to keep the cost, size, and operational life manageable. Wearables are
expected to provide mobility support. Wearables need to possess an LTE-M interface which
sends the data to the health cloud.
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The health cloud analyzes the data, provides comparative information, and creates the
report for analysis and decision-making by the health service provider. Secure health cloud
stores the medical information obtained from wearables for analysis purposes. Machine
learning offers the potential of identifying trends in medical data, provide treatment plans

FIGURE 7–9 Illustrative LTE-M use cases.

FIGURE 7–10 Basic LTE-M health monitoring.
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and diagnostics, and give recommendations to health care professionals that are specific to
individual patients. As such, cloud storage architecture should include the implementation
of artificial intelligence-based machine learning on big data sets and be capable of extensive
processing.
The primary services that can be provided by cloud technologies in health care environ-
ments are listed below.

• Applications to health care providers to enable them to work with health data or perform
other relevant tasks;

• Tools for virtualization, networking, and database management; and
• The physical infrastructure for storage and servers.

The health service provider can securely access the data and the report from the health
cloud, take the necessary decisions, and communicate to the patient.

The solution provides security, error-correcting capabilities, robustness against interfer-
ence, low latency, and high availability. As with short-range communications, strong security
is important to ensure that sensitive patient data remains private and cannot be altered or
imitated. Low latency is again important in time-critical applications, such as emergencies,
where delays in communication could have detrimental effects on patients. High-quality
error-correcting capabilities and significant robustness against interference are essential to
maintain the integrity and correctness of the received message. This is important in all health
care applications, but particularly in emergency situations. Lastly, high availability is essential
to ensure that messages will be delivered at all times, regardless of where the patient is phys-
ically located.

7.7.2 Advanced health monitoring and management

An alternate architecture provides consolidation of individual sensor data locally via a central
node or a smartphone application (see Fig. 7�11).

For local consolidation and local processing purposes, a central node receives data from
the sensor nodes. It processes this information, may implement some decision-making, and
then forward the information to the cloud via the LTE-M network. Similar function as the
one provided by the central node can also be provided by an application on an LTE-M-
enabled smartphone. A dedicated central node is preferable to a smartphone as it can be a
very low-power device and can be optimized for health-oriented functions. For sensors to
communicate with the central node or the smartphone, a short-range communications
method, for example Bluetooth or Zigbee can be utilized.

The rest of the entities and activities including the cloud facility are similar to the first
case study discussed in Section 7.7.1.
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7.8 Concluding remarks
LTE-M is derived from the 3GPP 4G LTE standard. It leverages the extensive LTE advantages
in terms of efficient flat IP architecture, mobility, priority handling mechanisms, security,
and a globally established base. It has strong ties with legacy 3GPP 2G and 3G networks as
well as a comparatively seamless migration to the powerful 5G solution [31]. LTE-M can be
efficiently utilized for a wide range of applications with varying range of bandwidths and
latencies. It has considerable similarity to NB-IoT but has advantages in the terms of a range
of bandwidth, latency, and mobility. LTE-M fits very well with standard 4G LTE and 5G net-
works in terms of compatibility and migration. Its disadvantages include complexity and cost
for the end entities such as sensors and devices.

Simulation results on a specific configuration show that LTE-M meets and exceeds some
of the targets specified in the 3GPP standards [34]. It needs to be emphasized that the perfor-
mance targets and the measurements are highly sensitive to the parameters and facilities
used. For example, for lower bandwidth operations and in the absence of mobility, the tar-
gets as well as measurements increase significantly. The reported simulation results pertain
to low data rates of 1400 bps in DL and 250 bps in UL. For these conditions, the results show
a coverage gain of 21 dB as compared to the corresponding 3GPP target of 18 dB with
respect to LTE operations. This would be particularly relevant for applications that can toler-
ate low data rates and longer latencies.

An important feature of NB-IoT and LTE-M is that they share the same numerology as
LTE. This allows spectrum to be shared between the two systems without causing mutual
interference.

FIGURE 7–11 Local consolidation and processing.
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For IoT applications requiring higher data rates, low latency, full mobility, and voice in
typical coverage situations, LTE-M is the best LPWAN technology choice [34]. And for IoT
applications requiring deep coverage where latency, mobility, and data speed requirements
are less stringent, LTE-M is a strong LPWAN contender as well. Overall, this versatility allows
LTE-M to support an extremely wide array of IoT applications which helps to increase vol-
ume and drive economies of scale.

Acronyms
3GPP 3rd generation partnership project
CE coverage enhancement
CMM connected mobility mode
CSI channel state information
EAB extended access barring
eDRX extended discontinuous reception
EPC enhanced packet core
ESB extended access barring
FD full duplex
FDD frequency division duplex
FDMA frequency division multiple access
GBR guaranteed bit rate
HD half duplex
HARQ hybrid automatic repeat request
IMM idle mode mobility
IoT internet of things
IP internet protocol
LPWAN low-power wide-area network
LTE long-term evolution
LTE-M LTE for machines
M2M machine to machine
MAC media access control
MCL maximum coupling loss
MME mobility management entity
MPDCCH MTC physical downlink control channel
MPDSCH MTC physical downlink shared channel
MPUCCH MTC physical uplink control channel
MPUSCH MTC physical uplink shared channel
MTC machine-type communication
NB-IoT narrowband IoT
OFDMA orthogonal frequency-division multiple access
N-GBR non-GBR
OTDA observed time difference of arrival
PBCH physical broadcast channel
PCFICH physical control format indicator channel
PDCCH physical downlink control channel
PDN public data network
PDSCH physical downlink shared channel
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PGW packet gateway
PHICH physical channel hybrid ARQ indicator channel
PMCH physical multicast channel
PRACH physical random access channel
PSD power spectral density
PSM power saving mode
PUCCH physical uplink control channel
PUSCH physical uplink shared channel
QAM quadrature amplitude modulation
QCI QoS class identifier
QoS quality of service
QPSK quadrature phase-shift keying
RAN radio access network
RB resource block
RNC radio network controller
RRC radio resource control
SC-FDMA single-carrier FDMA
SGW signaling gateway
SINR signal to interference plus noise ratio
SMS short message service
TAU tracking area updates
TBS transport block size
TDD time division duplex
TTI transmission time interval
UE user equipment
VoLTE voice over LTE
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8.1 Introduction
With the growth in wireless services and higher data rate applications, the demand for
spectrum is also increasing. Spectrum is a limited resource and static frequency allocation
schemes cannot accommodate this ever increasing demand. Studies suggest that the licensed
spectrum is underutilized. It can be made available by what is termed as opportunistic usage
of the frequency bands. This novel spectrum management technique is aptly supported by
cognitive radio (CR) technology [1]. The primary users are the licensed users for a specific
part of the spectrum in a certain geographical area. Secondary users are unlicensed users
that make use of the spectrum without causing harmful interference to the primary users.
CR senses the spectrum and finds the band of frequencies void of information carrying sig-
nals at a given time and space in the spectrum. This spectrum is called the white space and
the devices that use this white space are called white space devices (WSDs). The spectrum
allocated to various licensed services such as TV broadcasting and even cellular is underuti-
lized for a significant amount of time, especially in sparsely populated areas. The free spec-
trum in the TV bands constitutes the TV white spaces (TVWS) as shown in Fig. 8�1.

TVWS have excellent propagation characteristics and have attracted worldwide attention
for wireless communications. Various countries such as United States, United Kingdom,
Canada, Singapore, and Mozambique have already formulated regulations for the usage of
TVWS for wireless communications (fixed and mobile), and many others such as Japan and
Hong Kong are actively considering to do the same.

According to the CEPT (European Conference of Postal and Telecommunications
Administrations) Report 24 from 2008, “White Space” is a label indicating a part of the spec-
trum, which is available for a radio communication application (service, system) at a given
time in a given geographical area on a noninterfering/nonprotected basis with regard to
other services with a higher priority on a national basis. The TVWS gets its name from the
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fact that it falls in the spectrum range of 470�890 MHz (international telecommunication
union-region 3 frequency allocations) which encompasses the band allocated mainly for TV
broadcasting as the primary service. The amount of available TVWS spectrum varies across
different geographical locations depending on various factors such as television channels uti-
lization, actual TV coverage, level of tolerable interference to the primary TV broadcasting
service, and geographical features. The TVWS availability mainly depends on:

• Frequency: Some channels in the TV band plan are purposely left unused in some
locations such as guard bands, to avoid interference.

• Height of TV transmitter and receiver antennas: An indoor antenna might not be able to
detect a distant TV signal and presume the existence of an unoccupied channel, when a
roof antenna at the same location would reveal a busy one. This situation is heavily
dependent on the TV broadcasting antenna height.

• Space: Some geographical areas may be outside the current TV coverage. Also, some
geographical separation areas may be already present as planned between locations using
the same TV channels.

• Time: A licensed broadcasting transmitter may not use the assigned frequency channel
during a specific period of time; thus TVWS becomes available for use on noninterference
basis [2].

Benefits of TVWS
The use of TVWS for wireless applications brings with itself a number of benefits as below:

• Long range: TV transmission frequencies being in the very high frequency and lower UHF
range have excellent propagation characteristics over long distances. Therefore, TVWS are
suitable for applications that require long transmission range. The lower frequency ranges of
TVWS facilitate obstacle penetration, which also make them less vulnerable to multipath
and fading, thus enabling applications such as connected home and consumer applications.

• Bandwidth: TVWS offer different bandwidth choices for applications with large bandwidth
and high bit-rate applications. Multiple adjacent channels in TVWS can be used
concurrently for bandwidth hungry applications [3].

FIGURE 8–1 White spaces in the TV spectrum band.
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• Availability of TV spectrum: Ample TVWS may be widely available as compared to
industrial, scientific, and medical (ISM) bands, more so in the rural and suburban areas
where there are fewer TV stations, as compared to urban areas. The flexible nature of
TVWS technology means that more spectrum can be taken advantage of in the least
serviced areas.

• Low-risk regulation: Because TVWS is a secondary spectrum�use technology, there is no
need to reallocate spectrum in order to regulate its use. It does not commit the regulator
to giving away a spectrum band for years to come. Whether TVWS succeeds is a risk for
the market, not for the regulator.

• A great rural technology: While mobile technology has been an access boon for the
developing world, mobile operators still struggle to deploy access in rural areas where
low incomes and sparse populations do not make it a viable economic plan for the
establishment and maintenance of mobile base stations. TVWS has specific advantages
that make it well suited to being a complementary access technology. First, TVWS use of
the ultra-high frequency (UHF) spectrum band offers better propagation characteristics
than other technologies higher up in the spectrum band. This means that individual base
stations can reach further, thereby lowering the total number of base stations required for
a given areas. Second, UHF spectrum doesn’t require strict line-of-sight between radios.
This will also lower the cost of deployment, thereby reducing the need for high towers
and more complex network design [4].

Table 8�1 gives a comparative analysis of TVWS with other wireless technologies empha-
sizing its advantages.

8.2 Architecture
8.2.1 Identification of TV white spaces

For TVWS to be utilized according to the CR concept, the available spectrum needs to be
identified. There are three possible approaches to determine the TVWS, either used individu-
ally or in a combination [2].

The first approach is based on centrally maintaining geolocation database. It is currently
the most common model to identify available TV spectrum based on frequency allocation
and network planning information provided by TV operators. The secondary user/device

Table 8–1 Comparison of TVWS with other wireless technologies.

Feature TVWS Cellular Wi-Fi ZigBee LoRa

Spectrum Licensed Licensed Unlicensed Unlicensed Unlicensed
Coverage Large Large Small Small Large
Power Consumption Medium High High Low Low
Data Rate/Bandwidth Medium High High Low Low
Latency Low High Low Medium High
Cost Low Recurrent Low Low Low
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needs to identify its location by means of a GPS or any other accurate geolocation determi-
nation technique. Then it sends geolocation information to a central geolocation database,
using an alternate communication channel. In turn, the device receives information from the
database about free channels are available at its location, if any and at which power level, it
is allowed to transmit. Only after that, the device can start its transmission on one of the
assigned channels. This requires the availability of a communication channel for the data-
base query. Since it does not make sense to provide this capability in the user equipment
(need to have another radio channel devoted to the database query), this approach is
applied only at the TVWS base station. Normally the base station is connected to the
Internet by fiber optic, wired Ethernet, or an alternative wireless technology such as Wi-Fi,
cellular, or satellite. The base station uses this access for the database query and after being
authorized, it can start communicating with the user devices within its range using the
assigned TVWS frequencies.

The second approach is based on the use of pilot (beacon) channel. A dedicated channel
is used to broadcast the information about the current spectrum usage and free channels
available. However, it is difficult to find a common worldwide (or region-wide) frequency
allocation for such special pilot channels due to different frequency allocations in different
countries. Additionally, interference between transmitted beacons of the different regions
has to be mitigated. Such a solution has a limited success, since allotting a separate channel
is an additional overhead and a complex task, whereas the other options, especially geoloca-
tion databases, seem to be more promising [5].

The third approach for TVWS identification is based on spectrum sensing. It requires the
secondary user to sense its environment to determine the available TVWS channels at its
location. The device conducts measurements on a desired channel to determine the pres-
ence of any primary licensed user and also on adjacent channels to decide transmission
power restraints. Energy detection, matched filter detection, and cyclostationary feature
detection are some of the commonly used spectrum sensing methods. Spectrum sensing
does not depend on connection to a local database or beacon and it is an added advantage
in far-flung or rural areas. Spectrum sensing can be implemented in the user devices and in
the base station. In fact, the reliability of this approach can be further enhanced by perform-
ing the spectrum sensing simultaneously with the help of number of end-user devices, which
in turn can convey their results to the base station. In such a scenario, the base stations can
perform a better assessment of spectrum availability.

Geolocation database or spectrum sensing methods alone may not be enough to make an
accurate estimation. A hybrid method that involves combined spectrum sensing and data-
base can be employed with rewarding outcomes [6].

8.2.2 Architecture based on geolocation database

The geolocation database approach for opportunistic spectrum access is a currently viable
option for TVWS technology and has been adopted by both FCC and European
Telecommunications Standards Institute (ESTI). The technical requirements of the TV white
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space device (TVWSD) are specified in ETSI EN 301 598 for WSDs, wireless access systems
operating in 470�790 MHz band [2].

TVWSD is controlled by TV white space database (TVWSDB) and operates in TVWS. ETSI
EN defines two types of TVWSDs, namely Equipment Type A with integral, dedicated, or
external antennas and is intended for fixed use only; and Equipment Type B with an integral
or a dedicated antenna and is not intended for fixed use. The devices are also categorizes as
master TVWSD which has geolocation capability and communicates with a TVWSDB for
operation in the TVWS, whereas the slave TVWSD does not have geolocation capability and
communicates with the master and other slave devices while in operation.

As per the ETSI EN 301 598, TVWSDB is the database system approved by the relevant
national regulatory authority, which can communicate with TVWSDs and provide informa-
tion on TVWS availability. The TVWSDB formulates and updates a set of operational para-
meters such as channel frequency, bandwidth, time validity, and operational power and
communicates them to the master TVWSD. The TVWSD master passes these parameters to
its slave TVWSDs. The slaves configure themselves according to received parameters before
start operating in the TVWS frequencies to avoid any kind of interference to the primary
service.

Fig. 8�2 shows a typical architecture for the deployment of TVWS networks. The TVWSD
communicates with a data repository to get the listing of the certified TVWSDBs. In this case,
the TVWSD uses a web-listing hosted on a server to get the information about the TVWSDBs
and also how to communicate with them. The TVWSDB stores information relating to the
terrestrial frequencies in a geographical area, interference management tools, etc. Before
transmitting in the TVWS band, the TVWSDs communicate with the TVWSDB and declare

FIGURE 8–2 Architecture of geolocation database-based TVWS network.

Chapter 8 • TV white spaces for low-power wide-area networks 171



their location parameters to the TVWSDB, in accordance with which the TVWSDB allots a
certain set of operational parameters to the TVWSD for commencing operation. The slave
devices get their operational parameters through the master device.

8.3 TV white spaces regulations and standards
Most countries have their own set of regulations for the use of TVWS either as licensed or
unlicensed operation. Countries such as United States, United Kingdom, Canada, Singapore,
and Mozambique have already formulated regulations for the usage of TVWS for wireless
communications (fixed and mobile), and many others such as Japan and Hong Kong are
actively considering to do the same. Licensed access to TVWS is mainly enabled for wireless
broadband and mobile data services in the United States [2�4]. Unlicensed use of TVWS is
promising for the developing nations. For unlicensed access, the federal communications
commission (FCC) classifies devices as fixed or portable and these devices have to conform
to the specified regulations for unlicensed operation. The FCC also allows accessing TVWS
with hybrid licensing models. Many international organizations work on creating a wide vari-
ety of standards and specifications for the use of TV band white spaces. Some of them are
described below:

IEEE 802 LAN/MAN Standards Committee produces standards for wireless networking
devices, including wireless local area networks (WLAN), wireless personal area networks
(WPAN), wireless metropolitan area networks (Wireless MAN), and wireless regional area
networks (WRAN). Some of the IEEE 802 standards that are relevant to TV broadcast bands
include IEEE 802.11af (WLAN), IEEE 802.15.4m (WPAN), IEEE Std. 802.22-2011 (WRAN), and
IEEE 802.19.1 (coexistence).

• IEEE 802.22 is the first worldwide attempt to define a standardized air interface based on
CR techniques for the opportunistic use of TV bands on a noninterfering basis. Currently,
there are three active standards in this family officially approved: 802.22 for physical and
media access layer, 802.22.1 for interference protection, and 802.22.2 covering installation
and deployment.

• IEEE 802.11af is a standard that adapts 802.11 for TV band operation so as to leverage the
success of Wi-Fi, while addressing the issues derived from extended range and unlicensed
spectrum congestion, implementing wireless broadband networks in the bandwidth
allocated to TV broadcasts stations, and has been called superWiFi and also White-Fi.

• IEEE 802.15.4m is chartered to specify a physical layer for 802.15.4 and to enhance and
add functionality to the existing standard 802.15.4-2006 MAC, meeting TVWS regulatory
requirements.

• IEEE P1900.4a for architecture and interfaces for dynamic spectrum access networks in
white-space frequency bands defines additional entities and interfaces to enable efficient
operation of white-space wireless systems.

• IEEE P1900.7 is a result of the Dynamic Spectrum Access Networks (DySPAN) Standards
Committee Working Group, the successor of IEEE P1900 Standards Committee, with a
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focus on improved spectrum usage addressing the radio interface for white space
dynamic spectrum access radio systems supporting fixed and mobile operation.

Internet Engineering Task Force (IETF) protocol to access white spaces (PAWS) is a stan-
dard for interfaces and access to the white space database by a WSD operating in the televi-
sion broadcast band.

White-Space Alliance has created interoperability tests and certification procedures for the
IEEE 802.22 systems, which is called Wi-FARt. It has also created interoperability tests and certifi-
cation procedures for the IETF PAWS protocol, which is called as the WSAConnect Specification.

ECMA-392: ECMA International is the successor of the European Computer Manufacturers
Association. ECMA-392 is a standard that specifies a physical layer and a medium access sub-
layer for wireless devices that operate in TV frequency bands. It is mainly directed at personal
and portable wireless devices.

European Telecommunications Standards Institute - European Standard, Telecommunications
Series (ETSI EN) 301 598: This European standard for WSDs and wireless access systems
operating in the 470�790 MHz frequency band, applies to TVWS devices controlled by a geo-
location database.

8.4 TV white spaces protocols and technologies
Many protocols have been developed for the use of TVWS. Some of the important protocols
are discussed in this section.

8.4.1 TV white spaces identification protocols

These protocols are mainly designed for determining the availability of TVWS channels using
the spectrum sensing and geolocation database hybrid methods. For outdoor TVWS detection,
important protocols are Waldo, SenseLess, and V-Scope. Whereas for indoor TVWS detection,
WISER or FIWEX can be used.

White Space Local DetectOr system (Waldo): Waldo [7] is a system that enables low-cost,
local white space detection by taking advantages of the signal features along with location to
model white space availability using low-cost sensors. Waldo can be deployed on an Android
phone to efficiently detect white spaces without draining the phones resources.

SenseLess: SenseLess [8] is another approach toward building a white spaces network,
where WSDs mainly rely on a combination of an up-to-date database, sophisticated signal
propagation modeling, and an efficient content distribution mechanism to ensure efficient,
scalable, and safe white space network operation.

V-Scope: It is a vehicular sensing framework aimed to collect wide area spectrum measure-
ments for evaluating the accuracy of spectrum occupancy databases [9]. A V-Scope utilizes
spectrum sensors mounted on public vehicles for collecting and reporting measurements from
the road (opportunistic wardriving).

Wideband Software Extensible Radio (WiSER): WiSER [10] is a wideband open-source
SDR platform supporting new experimental research in the fields of dynamic spectrum and
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CR networking. The main features are hardware virtualization capable of supporting multiple
radios and an open-source software toolkit. WiSER consists of three modules: indoor posi-
tioning system, white space database, and real-time sensing module. Indoor positioning sys-
tem is used to determine users’ locations. White space database registers the indoor white
space availability. Real-time sensing module collects real-time signal strengths of all TV
channels at different locations and reports the results to white space database. WiSER takes
users’ locations as the inputs and outputs the indoor white space availability at the given
indoor locations.

FIWEX (cost-eFficient Indoor White space Exploration): FIWEX [11] is a novel cost-efficient
indoor white space exploration method that detects white space exploiting the location
dependence and channel dependence of TV channels’ signal strength in indoor environ-
ments. UHF TV channels in a building are measured and the temporal and spatial features
of indoor white spaces are extracted to design an FIWEX mechanism.

8.4.2 TV white spaces network protocols

TVWS differ from the conventional Wi-Fi spectrum in three facets: spectrum fragmentation,
spatial variation, and temporal variation. These differences make the network design over
TVWS challenging and fundamentally different from Wi-Fi networks [12]. A few examples of
protocols that make use of TVWS for a networking plan are Cognitive Radio System (CR-S),
Cognitive Network over White Spaces (Kognitiv Networking over White Spaces, KNOWS),
White Spaces Indoor Network (WINET) and Sensor Network over White Spaces (SNOW).
WhiteFi (White space networking with Wi-Fi-like connectivity) is built on the KNOWS plat-
form and provides wireless broadband access. WhiteNet is similar to WhiteFi but provides
larger coverage. TVWS has also been used to provide rural broadband connectivity in devel-
oping nations [3].

KNOWS: It is a hardware-software platform that detects TVWS through collaborative
sensing. KNOWS includes a spectrum-aware medium access control protocol and algorithm
to deal with spectrum fragmentation. It enables dynamic spectrum access and sharing of
white spaces by adaptively allocating the spectrum among contending users. Instead of the
conventional, static channelization approach, it employs a distributed scheme that dynami-
cally adjusts the operating frequency, the occupancy time, and bandwidth, based on the
instantaneously available white spaces, the contention intensity, and the user demand. If
there are few users in the system, KNOWS provides each user with a larger chunk of the
bandwidth and provides smaller portions to all users if there are more competing nodes [13].

WINET: WINET is a design framework for indoor multi-access-point white space network.
Access point placement, its association, and spectrum allocation is optimized. Hence, the
spectrum fragmentation, spatial variation, and temporal variation of TVWS are handled effec-
tively with carrier sense multiple access/collision detection based medium access control.
WINET uses WiSER to obtain and track the indoor white space availability [12].

SNOW: Wireless sensor networks (WSNs) in wide-area wireless monitoring and control
systems require numerous sensors to be connected over long distances. Existing WSN
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technologies with short range, such as those based on IEEE 802.15.4, form many-hop mesh
networks that complicate the network design. SNOW [14] is a scalable sensor network
architecture that takes advantage of the TVWS. Many WSN applications need low data rate,
low power operation, and scalability in terms of geographic areas and the number of
nodes. Scalability and energy efficiency are achieved by splitting channels into narrowband
orthogonal subcarriers and enabling packet receptions on the subcarriers in parallel with a
single radio. SNOW employs a distributed implementation of orthogonal frequency divi-
sion multiplexing at the physical layer that enables distinct orthogonal signals from distrib-
uted nodes, thus reducing the probability of packets collisions normally associated with
the longer range of WSDs as compared with Wi-Fi. Its media access control protocol han-
dles subcarrier allocation among the nodes and transmission scheduling.

8.5 TV white spaces for low-power wide-area network
Low-power wide-area network (LPWAN) is a broad term incorporating various implementa-
tions and protocols, both proprietary and open-source that share common characteristics as
the name suggests:

• Low power: Operates on small, inexpensive batteries for years.
• Wide area: Has an operating range that is typically more than 2 km in urban settings.

One of the reasons for low power and wide range is transmission at very low data rate.
Typical LPWAN technologies can only send less than 1000 bytes of data per day. LPWAN tech-
nology works well in situations where devices need to send very short messages over a wide
area while maintaining battery life over many years. Most of the existing LPWAN protocols
such as LoRa, Sigfox, random phase multiple access, narrowband-Internet of things (NB-IoT),
and others use the unlicensed ISM band for communication. With the escalating number of
IoT devices, ISM band too is getting crowded. TVWS bands with good coverage are the prom-
ising alternatives for LPWAN and a lot of research is focused in this field. Weightless is such a
protocol designed for Machine-to-Machine (M2M) applications in white space [15].

Weightless [16] is a LPWAN wireless communication protocol designed to connect smart
machines to the Internet, the so-called M2M communications, over distances ranging from a
few meters to about 10 km. Originally, there were three published Weightless connectivity
standards: Weightless-P, Weightless-N, and Weightless-W, out of which Weightless-W was
designed to operate in the TVWS. Patents would only be licensed to those qualifying devices
conforming to the defined standards by the Weightless Special Interest Group. Thus, the pro-
tocol, whilst open, may be regarded as proprietary. The base station uses a database query
approach to determine free TV channels in the area. Each base station can communicate at
varying speeds with nearby or far away terminals using a variety of modulation and encoding
techniques. Weightless achieves long range with low power by spreading the transmitted sig-
nal and sophisticated modulation techniques such as quadrature amplitude modulation. The
use of the white space spectrum does not provide guaranteed spectrum to allow for uplink
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and downlink pairing, so time division duplex operation is essentially practiced. For good
interference tolerance, frequency hopping is employed. Weightless-W is the best for use in
the smart oil and gas sector, because of abundant available TVWS [4,17].

8.6 Applications
TVWS bands with good coverage capacity can support a wide range of applications such as
sensor networks, telehealth, home networking, private networks, wireless video surveillance,
extended range Wi-Fi, and as backhaul [2].

Rural broadband: Remote and rural areas can benefit to a great extent by the deployment
of TVWS-based broadband connectivity because of long-range characteristics of TV bands,
greater availability of TVWS in these areas and reduced number of repeaters as compared
with other technologies. Fig. 8�3 illustrates two main types of deployment scenarios. One
depicts the master-slave kind of communication between the WSDs, WSD Master, and its
slaves, a point to multipoint topology. The slave WSD may be directly incorporated in the
user equipment, or it can be fitted with Wi-Fi or any other communication technology

FIGURE 8–3 Rural broadband implementation using TVWS.
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attuned to the user equipment. The other scenario portrays the TV spectrum being used to
provide middle mile connectivity to the base stations and repeaters to reach the distant rural
areas, which are then served by Wi-Fi in the last mile. Other deployment scenarios applica-
ble to the rural areas can also be envisioned.

Hotspot coverage/in-building solutions for multimedia and broadband: TVWS due to their
intrinsic ability to penetrate deep inside buildings seem useful for providing hotspot cover-
age and in-building solutions both for broadband applications and for NB-IoT applications.
TVWSDs operating in the UHF band have greater coverage as compared to the devices in
the ISM bands and hence a TVWS device can serve a larger coverage area than one in the
ISM band. Fig. 8�4 below shows a typical organization for in-building solutions in TVWS.

Smart grids: TVWS can be used to provide middle mile connectivity to facilitate smart
metering and other smart grid solutions. The communication between the control center
and the smart meter equipment at the customer premises can be done using TVWS. Fewer
TVWS channels are needed as these applications need less bandwidth.

M2M communication, sensor networks, and smart cities: M2M communication consists of
very low-power radio transmitters used for low-data rate industrial and commercial applica-
tions such as monitoring, tracking, metering, and control, leading toward “smart machines”
and “smart cities.” M2M solutions have been mostly developed using a number of proprie-
tary technologies but also with cellular technologies and solutions such as LoRa and SigFox.
TVWS bands with their higher coverage ranges are apt for these use cases. Weightless is a
specification for low-rate M2M devices using the white spaces in TV bands under a noninter-
ference basis.

8.7 Challenges and opportunities
There are certain challenges to the widespread use of TVWS technology such as licensing,
standardization, geolocation database updating, TVWS fragmentation and availability, inter-
ference and coexistence, security, and mobility.

Several countries have opened up the licensed TV bands for other users. These can be
utilized via dynamic spectrum access by secondary users. Regulations for secondary usage of

FIGURE 8–4 In-building solution using TVWS.
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underutilized TV spectrum need to be in place for large-scale TVWS proliferation. Many
standards have come up in the context of TVWS communication systems and some are still
being developed. National regulatory authorities and TV operators need to share relevant
information freely for the building of the geolocation database. It is essential that this data-
base is regularly updated with the necessary parameters before any secondary user utilizes
the spectrum which is an additional burden. TVWS availability is higher in suburban and
rural areas than in urban areas. A combination of TVWS and other wireless technology
options can be put together and applications need to be implemented accordingly [3].

The secondary TVWS users should not cause interference to the primary licensed users.
For this, they need to operate at much lower powers which may not support long range.
Research in this domain and development of protocols then becomes vital. Coexistence is an
issue with homogeneous as well as heterogeneous networks operating in the TVWS that
needs to be tackled with the growing application scenarios of TVWS in IoT and smart cities.
TVWS are frequently discontinuous in the frequency spectrum, which poses a challenge for
seamless connectivity and mobility. Protocols that can handle such fragmented spectrum
need to be developed for bandwidth-intensive applications. Hardware limitations for frag-
mented spectrum bands in terms of antenna design also impact the scalability of such TVWS
networks, which should be able to accommodate a much wider frequency range relatively to
the carrier frequency as compared to Wi-Fi.

TVWS in the lower frequency range require larger antennas. For certain applications such as
WSNs, such large antennas are impractical. Research on design of smaller devices and antenna
is a must for facilitating TVWS networks. Short-range technologies often neglect to implement
security, relying on the inherent protection offered by the vanishing of the signal beyond a cer-
tain range. Nevertheless, these devices can be used to attack other networks and must therefore
be properly protected. As a variety of M2M, IoT, and long-range applications are envisaged with
TVWS technology, the development of security protocols becomes important. TVWS availability
is location- and time-dependent. Therefore, a lot of work needs to be done to enable TVWS in
application areas such as vehicular communication where mobility is indispensable.

TVWS have been explored for several applications including wireless broadband Internet
access. There is a huge scope for the use of TVWS for many applications including remote
sensing, monitoring and control, asset tracking, IoT, smart utility networks, smart transporta-
tion, smart factories, smart agriculture, smart cities, and so on. It can support a variety of
applications such as smart metering, vehicle tracking, smart cars—vehicle diagnostics and
upgrades, health monitoring, traffic sensors, smart appliances, smart e-payment infrastruc-
ture, industrial machine monitoring, and many more.

TVWS is undoubtedly an attractive alternative to the growing spectrum demand. It uses
UHF bands with better propagation characteristics, allowing large coverage and deeper
in-building penetration. It is particularly well suited to provide Internet access in sparsely
populated areas, especially in developing countries, where there are a plenty of unused TV
channels. It is also emerging as a facilitator for smart cities and indoor applications in devel-
oped countries. Unfortunately, the current high prices of available equipment have pre-
vented its wide-scale adoption, and the predicted mass adoption has not yet materialized.
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Performance of LoRa technology:
link-level and cell-level performance
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9.1 Introduction
In recent years, we have assisted to an impressive proliferation of wireless technologies and
mobile-generated traffic, which is now the highest portion of the total internet traffic and will
continue to grow with the emergence of Internet-of-things (IoT) applications [1]. Such a pro-
liferation has been characterized by a high-density deployment of base stations (based on
heterogeneous technologies, such as 4G cellular base stations and Wi-Fi access points), as
well as by high-density wireless devices, not limited to traditional user terminals. Indeed,
with the advent of IoT applications, many smart objects, such as domestic appliances, cam-
eras, and monitoring sensors, are equipped with a wireless technology.

In this chapter, we consider the emerging LoRa technology, which represents a critical
example of wireless technology working in high-density scenarios. Indeed, LoRa technology
has been conceived for low-power wide-area networks (WANs), characterized by low data
rate requirements per single device, large cells, and heterogeneous application domains,
which may lead to extremely high numbers of devices coexisting in the same cell. For this
reason, LoRa provides different possibilities to orthogonalize transmissions as much as possi-
ble—carrier frequency, spreading factor (SF), bandwidth (BW), coding rate (CR)—and pro-
vide simultaneous collision-free communications. However, despite the robustness of the
LoRa physical layer (PHY) [2] patented by Semtech, in WAN scenarios where multiple gate-
ways can be installed, the scalability of this technology is still under investigation [3]. Current
studies are mostly based on the assumption that the utilization of multiple transmission
channels and SFs lead to a system that can be considered as the simple superposition of
independent (single channel, single SF) subsystems [4]. This is actually a strong simplifica-
tion, especially because the SFs adopted by LoRa are pseudo-orthogonal [5] and therefore, in
near-far conditions, collisions can prevent the correct reception of the overlapping transmis-
sions using different SFs.

For characterizing these phenomena, in this chapter we provide two main contributions:
a link-level characterization of LoRa modulation (based on our previous work [6]) and then,
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exploiting such link-level properties, we provide a complete cell-level model study of multi-
link LoRa systems. Regarding the first aspect, we characterize LoRa modulation showing that
collisions between packets of different SFs can indeed cause packet loss. Modifying the soft-
ware transceiver presented in [7], we quantify the power difference for which capture effects
and packet loss occur, for all combinations of SFs, showing that the cochannel rejection
thresholds can be very different (on average 10 dB—an order of magnitude) lower than the
theoretical ones presented in [8], with values as low as 28 dB. Such power difference
between two radio signals can easily appear in common LoRa application scenarios, contra-
dicting the common belief that different SFs can be considered as orthogonal in practice.

Second, regarding the analysis at the cell level, we developed simple yet accurate models
of LoRa performance, deriving the aggregated capacity and data extraction rate of a LoRa
cell with one or multiple gateways. The models take into account heterogeneous transmis-
sion times among the contending stations and heterogeneous probabilities of collisions. We
validate our models with the LoRaSim simulator [9] and with a custom Matlab simulator.
Our thorough analysis demonstrates that channel captures and inter-SF collisions can signifi-
cantly impact performance. Finally, we quantify the performance achievable by using multi-
ple gateways and we show that it might be better to distribute them at the edge of the cell
rather than on a regular grid.

The rest of the chapter is organized as follows: after a brief literature review in
Section 9.2, we provide a background description of LoRa modulation and a link-level char-
acterization of its main features in Section 9.3. The analysis of cell capacity is presented in
Section 9.4, where we model and quantify the impact of channel captures and inter-SF colli-
sions. In Section 9.5, numerical results built on top of link-level and cell-level models are
presented. We analyze the capacity improvements achievable with multiple gateways and
the performance impact of topology in Section 9.6 and finally conclude our chapter in
Section 9.7.

9.2 Related work
Since LoRa is a fairly new technology, relatively few works exist in the literature. Link-level
studies are mainly based on the experimental characterization of the coverage and on the
rejection of interference properties of Semtech’s patented LoRa PHY [10]. The paper in [8]
quantifies the signal-to-interference-ratio (SIR) power thresholds needed to reject interfer-
ence caused by LoRa signals modulated with different SFs. However, the presented theoreti-
cal results are very different from our experimental ones. In [5], the performance of LoRa is
compared to ultra-narrowband technologies (such as Sigfox), where it is shown that ultra-
narrowband has a greater coverage although LoRa networks are less sensitive to
interference.

Studies at the cell level are based on the characterization of the link behavior. In [3], after
demonstrating the capture phenomena between LoRa frames, authors quantify the capacity
of a cell in simulation [9]. The simulator assumes that a 6 dB power ratio between the
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collision packets is needed for channel captures and that different SFs can be considered
completely orthogonal [4]. This last hypothesis is a strong simplification, since LoRa SFs are
pseudo-orthogonal [5] and inter-SF collisions can appear in near-far scenarios. In [11], the
authors propose a solution to improve LoRa performance in high-density scenario, but the details
of the model used are not provided.

Capture effects can significantly increase the performance of wireless systems, because
the strongest received signal might be correctly demodulated even in the case of collision.
Several approaches to model this phenomenon have been presented, estimating interference
power, collision times, channel fading, etc. Given the number of interfering frames and their
power, it is possible to estimate channel captures when the SIR is greater than the capture
threshold [12]. Alternatively, the highest possible interference level can be mapped to a vul-
nerability range from which interfering signals do not affect packet reception [13]. Despite
the simplicity of this approach, this model provides good results when the network operates
in stable conditions. Thus, in this chapter, we generalize the concept of vulnerability in both
intra-SF and inter-SF collisions.

9.3 LoRa link-level behavior
In this section, we provide a characterization of LoRa link-level performance, which will then
be exploited in the next sections to develop our cell-level model of LoRa systems.

9.3.1 LoRa modulation and demodulation

LoRa modulation is derived from chirp spread spectrum (CSS), which makes use of chirp sig-
nals, that is, frequency-modulated signals obtained when the modulating signal varies line-
arly in the range [ f0, f1] (upchirp) or [ f1, f0] (downchirp) in a symbol time T. Binary
modulations, mapping 0/1 information bits in upchirps/downchirps, have been demon-
strated to be very robust against in-band or out-band interference [2]. LoRa employs an
M-ary modulation scheme based on chirps, in which symbols are obtained by considering
different circular shifts of the basic upchirp signal. The temporal shifts, characterizing each
symbol, are slotted into multiples of time Tchip5 1/BW, called chip, being BW5 f1 2 f0 the
BW of the signal. It results that the modulating signal for a generic nth LoRa symbol can be
expressed as:

f tð Þ5 f1 1 k t2nUTchip

� �
for 0# t#nUTchip

f0 1 k t2nUTchip

� �
for nUTchip , t#T

(

where k5 (f1 2 f0)/T is the slope of the frequency variations. The total number of symbols
(coding i information bits) is chosen equal to 2i, where i is called SF. The symbol duration T
required for representing any possible shift is 2i Tchip5 2i/BW. It follows that, for a fixed BW,
the symbol period and the temporal occupancy of the signal increase with larger SFs.
Fig. 9�1 shows the modulating signal used for a basic upchirp and three examples of circular
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shifts obtained for an SF equal to 9: the symbol time is 512 Tchip, while the three exemplary
shifts code the symbols 128, 256, and 384.

The preamble of any LoRa frame is obtained by sending a sequence of at least eight
upchirps followed by two coded upchirps, used for network identification (sync word), and
two and a quarter base downchirps. Payload data are then sent by using the M-ary modula-
tion symbols. LoRa provides three BW settings (125, 250, or 500 kHz) and seven different SF
values (from 6 to 12). In general, a larger BW translates in data rate increase and receiver
sensitivity deterioration. Conversely, higher SFs can be used for improving the link robust-
ness at the cost of a lower data rate.

An interesting feature of LoRa modulation is the pseudo-orthogonality of signals modu-
lated under different SFs, which can be exploited for enabling multiple concurrent transmis-
sions. Indeed, the cross-energy between two signals modulated with different SFs is almost
zero, regardless of the starting of the symbol times.

An example of signal separation is illustrated in Fig. 9�2, where one signal modulated
with SF equal to 9 (blue line) is overlapped to two symbols modulated with SF equal to 8
(red line). Generally, in the absence of interference, a single-user receiver will synchronously
multiply the received signal to the base downchirp. This results in a signal comprising only
two frequencies: fn52kn �Tchip and fn 2 BW52(f1 2 f0) 2 kn �Tchip. Both frequencies will
be aliased to the same frequency fn by downsampling at the rate BW. The estimated symbol
index n̂ corresponds to the position of the peak at the output of an FFT, as described in [8].

In the case of collisions with other LoRa symbols, we can distinguish two different scenar-
ios, depending on the interfering spreading factor SFint. First, if the SFint is the same as the
one the receiver is listening for, the above receiver will observe multiple peaks at the output
of the fast fourier transform (FFT). Indeed, assuming that the two transmissions are received
at the same power and that the reference signal is perfectly synchronized with the receiver,
the FFT will show a maximum peak corresponding to the reference symbol and two smaller
peaks corresponding to two partially overlapping interference symbols, as shown in Fig. 9�3.
In the example, the two peaks have a lower power than the reference symbol (this depends
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FIGURE 9–1 Modulating signal with SF5 9 for one basic upchirp and three symbols: 128, 256, and 384.
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on the transmitted symbol and on the offset with the receiver). However, a SIR of just 3 dB is
sufficient for the reference symbol to combat the interfering signal and “capture” the chan-
nel. This means that LoRa exhibits a very high capture probability with the same SF.

Second, when the SFint is different from the one the receiver is interested in, after multi-
plication with the base downchirp and downsampling, the interfering signal will still be a
chirped waveform, resulting in a wide-band spectrum with low spectral density, as shown in
Fig. 9�2. Since the receiver estimates the transmitted symbol by looking for a peak, the
cochannel rejection in this scenario results much higher (�220 dB in the figure).

9.3.2 LoRa physical layer coding

Up to now, we have neglected the impact of bit coding schemes. Indeed, the patented LoRa
PHY includes several mechanisms to make the system more robust to interference. After
transmitting the preamble, both header and payload bits of LoRa frames are mapped to
symbols by a pipeline of processing operations, which include: Hamming coding,1 whiten-
ing, shuffling & interleaving, and gray coding. These operations have been specifically
designed for increasing robustness toward synchronization errors or narrowband interfer-
ence, which can be a serious issue for CSS-based modulations. In fact, in case of synchroni-
zation errors or narrowband interference, the receiver described in the previous section will
most probably mistake the transmitted symbol, mapped to frequency fn after the inverse
FFT (IFFT), for one of the immediately adjacent symbols. Since gray coding ensures that
adjacent symbols are mapped to bit patterns differing in one position only, the receiver is
able to identify the less reliable bits (at most two bits) of each received symbol. The purpose
of the LoRa interleaver is spreading unreliable bits among several codewords, thus enabling
even the 4/5 Hamming code (consisting in a simple parity check) in exhibiting a significant
channel coding gain.

Although these coding mechanisms are effective against synchronization errors, they do
not mitigate decoding errors due to colliding symbols. We confirmed this observation by
studying the performance of a software-defined LoRa receiver under controlled received sig-
nals [6]. Indeed, in our experiments, the probability of the distance between the transmitted
symbol and the decoded one in presence of inter-SF collisions follows approximately a bino-
mial distribution and is not concentrated around the adjacent symbol.

9.3.3 Cochannel rejection

To quantify the impact of collisions and measure the cochannel rejection, we performed a
number of experiments on a real point-to-point LoRa link in presence of continuous colli-
sions of packets. Our goal is to identify a SIR threshold under which the demodulation of the
received frame is affected by errors. To this purpose, we used a Semtech SX1272 transceiver,

1 The Hamming codes used in LoRa have a coding rate between 4/5 and 4/8, and can reveal or correct at most
one error on the AWGN channel.
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controlled by an Arduino Yun, for characterizing the behavior of a commercial LoRa receiver
in presence of inter-SF and intra-SF collisions. We modified the LoRa synthesizer presented
in [7] to encode, modulate, and generate I/Q samples of a real LoRa packet, which are then
transmitted over the air with a USRP B210 board through GNU radio. With this LoRa synthe-
sizer, we generated two traces (one for the interferer and one for the reference LoRa link) for
each combination of SFs, composed of a stream of 500 packets with a 20-byte payload (for
the reference SFref) and adjusting the payload length of the interfering SFint to match the
length of the reference trace, that is, with an equivalent time on air. The offset of each inter-
fering packet, overlapped in time to the packets of the reference link, has been randomly
selected within a window, which guarantees that the two packets collide for at least one sym-
bol. We filled the payload of all frames with randomly generated bytes, except for the two
bytes that specify the destination address and the payload length. In particular, we assigned
the destination address of the SX1272 receiver only to the packets of the reference link. This
allows the receiver to discard the interfering packets when they are modulated with the
same SF of the reference ones (i.e., SFint5 SFref). Finally, we scaled the amplitude of the
interfering packet stream to achieve the desired SIR, varying from 230 to 16 dB, and added
it to the reference stream. The resulting combined stream, which emulates the traffic gener-
ated by two different transmitters, was transmitted through the USRP toward the receiving
SX1272 module.

The results of the experiments are summarized in Table 9�1, for all SF combinations.
The table shows that LoRa cochannel rejection is almost independent of the interfering SF
and on average is around 216 dB, about 10 dB—an order of magnitude—higher than the
theoretical results of [8], with values as high as 28 dB.2 This contradicts the common belief
that SFs can be considered orthogonal, because in typical near-far conditions, when the
interferer is much closer to the LoRa receiver, inter-SF collisions can indeed be an issue.

Table 9–1 SIR thresholds with SX1272 transceiver.

SFint

7 8 9 10 11 12SFref

7 1 28 29 29 29 29
8 211 1 211 212 213 213
9 215 213 1 213 214 215
10 219 218 217 1 217 218
11 222 222 221 220 1 220
12 225 225 225 224 223 1

2 Note that the results of [8] have not been justified in the paper. The values presented in Table 9�1 of [8] follow
10log10ð2S Fref Þ in the lower triangular part, while on the upper triangular part are similar to
10log10ð2S Fref Þ1 10log10ð2S Fint 2 2S Fref Þ=ð2S Fint 2 2S Fref ÞÞ. However, these results do not reflect the actual behavior of
LoRa, as demonstrated by our experimental results.
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9.4 Analysis of cell capacity
The performance of LoRa networks depends on the simple channel access scheme, which is
basically a nonslotted Aloha (without carrier sense). Under Poisson arrivals, the performance
of nonslotted Aloha systems is well known: for a single cell, if G is the normalized load pro-
vided by the cell nodes, then the throughput is S5G � e22G.

For each Spreading Factor i A [6,12], being ni the number of nodes, ToAi the time on air
of a frame of P bytes using SFi and s the (uniform) source rate of the nodes in pkt/second,
then the (normalized) load can be computed as Gi5ni � s �ToAi. Since high SFs translate in
higher ToA and offered load, in order to keep the same data extraction rate (DER, defined as
the quota of frames successfully received at the gateway), the number of nodes must be pro-
portionally reduced. Next, we will generalize this model by describing the effect of channel
captures and inter-SF collisions.

9.4.1 Channel captures

First, let us consider a scenario where collisions are between packets, employing the same
SF only (i.e., SFs are completely orthogonal). For simplicity, we assume that only a single
frame can interfere with the target node at a time, which is a reasonable hypothesis when
the network is stable (i.e., offered load , 1). During a collision, the capture effect appears
when the SIR is higher than a certain threshold, as reported in Table 9�1 (from our
experiments, the SIR threshold for channel captures is 1 dB independently of the SF).
Considering a node at distance r from the gateway, ignoring the impact of fading and
assuming that attenuation is proportional to r2η, we can depict this condition as a circle
of radius, min(αr, R), with R the radius of the cell and α5 10S IR=10η . 1, as shown in
Fig. 9�4.

Thus a target station that uses SF i only competes with part of the total load Gi: if α is
small, then the competing load is also small and vice versa. Based on the considerations

r
αr

r

βr

R R

FIGURE 9–4 Distribution of nodes competing with terminals at distance r: channel captures (left) and inter-SF
collisions (right).
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above, we generalize the basic Aloha model to quantify the performance of LoRa in the pres-
ence of channel captures: for simplicity, if packets have the same time on air, the throughput
Sc(i) can be computed as:

ScðiÞ5 2π
ðR=α
0

δie22α
2r2

R2
Gi rUdr1 δiðπR2 2πR2=α2Þe22UGi

where δi5Gi/(πR
2) is the offered load density of SF i. It results:

ScðiÞ5
1

2α2
ð12 e22Gi Þ1Gi 12

1

α2

� �
e22Gi (9.1)

and the DER is Sc(i)/Gi.
Although this model ignores collisions involving multiple packets, it can be considered as

an upper bound which, in stable network conditions, is usually very tight to real results.

9.4.2 Inter-spreading factor collisions

Due to imperfect orthogonality of the SFs, the target node operating with SF i will compete
with both nodes ni employing the same SF, as well as other terminals n2i using different SFs.
Such inter-SF collisions will arise from nodes nearer to the gateway, which frames will be
received with power exceeding the cochannel rejection threshold. In our results, we have
shown experimentally that this threshold is on average about 216 dB, almost independently
of the SF employed by the nodes. Thus, as shown in the right of Fig. 9�4, we map the SIR
threshold to a circle of radius β_r, with β5 10S IR=10η , 1.

For now, let us ignore channel captures and consider only inter-SF collisions. The proba-
bility that a frame of a target device is successfully received using SF i depends on the proba-
bility of finding the medium idle at the beginning of the transmission and for the successive
ToAi required for the transmission to be completed. Being G2i 5

P
k 6¼iGk, the load offered by

nodes with different SF than i and G�
2i 5n2iToAis, we can compute the throughput of SF i

with imperfect orthogonality as:

SioðiÞ5 e22GiU2π
ðR
0
δie

2
β2r2

R2 ðG2i1G�
2iÞ

rUdr

5Gie
22UGi

12 e2β2ðG2i1G�
2iÞ

β2UðG2i 1G�
2iÞ

(9.2)

which, compared to the Aloha performance in the orthogonal hypothesis SoðiÞ5Gie22Gi , is
clearly smaller.

Following the same approach and considering both capture effects and inter-SF colli-
sions, the throughput can be calculated for each SF i by considering the intra-SF interference
quota min(α2r2/R2, 1) and the portion of inter-SF collisions β2r2/R2:
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Sio;cðiÞ5
Gie22Gi ð12 e22Gi2ðG2i1G�

2iÞα2=β2 Þ
2α2Gi 1 β2ðG2i 1G�

2iÞ
1

5
Gie22Gi

β2ðG2i 1G�
2iÞ

ðeðG2i1G�
2iÞα2=β2Þ 2 eðG2i1G�

2iÞβ2 Þ
(9.3)

Finally, dividing the throughput by the offered load, the average DER can be computed.

9.4.3 Model extension: nonuniform spreading factor allocation

The SF allocation and distribution among the terminals can influence the capacity of a LoRa
cell. Indeed, capture effects and inter-SF collisions depend on the power ration of the sig-
nals, which is obviously influenced by the relative position of the terminals. For example, let
us consider inter-SF collisions between two SFs, without channel captures for the sake of
simplicity. Generally, higher SFs are allocated to nodes further away from the gateway.
Therefore, suppose that spreading factor SF1 , SF2 is assigned to users close to the gateway,
up to a certain distance d (with r , d , R), while SF2 is assigned to users with distance r
greater than d, that is, d , r , R.

In this scenario, and ignoring possible fading effects, users with spreading factor SF1 will
never be interfered by nodes with SF2 because these users are located deterministically at
greater distances, and thus the power received at the gateway will always be lower. Therefore,
the performance obtained by SF1 will be S1 5G1Ue22UG1 , as if the SFs were perfectly orthogonal.
Vice versa, terminals using spreading factor SF2 will likely be affected by nodes using SF1 as
these terminals are closer to the gateway, and thus the interference density will be higher than
in the previous uniform allocation case. The previous throughput equations can be easily
extended with the nonuniform load density functions δ25G2/(πR

22 πd2) and δ15G1/(πd
2).

9.5 Numerical results
To validate our analytical model, we used a custom Matlab simulator that we validate with
the LoRaSim simulator [9] used in [3]. Additionally, we included log-normal fading, which
was not considered in LoRaSim. To simplify the analysis, we set an average SIR threshold for
all SF combinations. Unless otherwise specified, the transmission parameters used by the
terminals are as follows: transmit power5 14 dBm, BW5 500 kHz, CR5 4/5, payload length
P5 20 byte, source rate s5 1 pkt/90 second. Finally, for clearness of presentation, in some
figures, we deliberately show the performance obtained only with a subset of SFs (e.g., SF6,
9, and 12), although similar results apply for the omitted SFs as well.

9.5.1 Channel capture effects

First, we evaluate the performance improvement of LoRa thanks to capture effects. In these
experiments, each SF is used in isolation, that is, when all nodes use the same SF. Fig. 9�5
shows the DER for all SFs (for easiness of comparison) with a conservative capture SIR
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threshold of 1 dB, attenuation exponent η5 2, 4, 7 and up to ni52000 nodes. From the figure,
it is clear that the analytical model closely follows the simulation results. Fig. 9�5A also
shows the performance without channel captures (for comparison with a pure Aloha sys-
tem), which is obviously lower. The results show that the DER can grow significantly due to
channel captures. Additionally, in scenarios with strong attenuation (high values of η), cap-
ture effects may help increase capacity further.

9.5.2 Interfering spreading factors

We now evaluate the impact of inter-SF collisions. Fig. 9�6 shows the performance with up
to N5 2000 nodes, when all SFs are allocated uniformly among nodes (i.e., each SF is used
by ni � N/7 terminals). Imperfect orthogonality is accounted for SIR values lower than
210dB, while the perfectly orthogonal case is shown for comparison in Fig. 9�6A. Once
again, the proposed analytical model closely follows the simulation results.
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FIGURE 9–5 Simulation (markers) and analytical model (lines) results for channel capture effect with several values
of η: (A) Aloha (no capture), η54; (B) capture, η52; (C) capture, η54; and (D) capture, η5 7.
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It is clear from the figure that inter-SF collisions can impact the performance, especially
in strong attenuation scenarios (increased η). In absolute terms, the DER is reduced particu-
larly for lower SFs (6�8), which collide with the longer frames of higher SFs. However, in rel-
ative terms, the reduction is worse for the highest SFs (10�12): for example, compared to
Fig. 9�6A, with η5 4 and 2000 nodes, Fig. 9�6C shows that the DER of SF12 is reduced by
about 50%. This is because the time on air is much higher and thus the vulnerability period
is increased.

9.5.3 Impact of fading

We now analyze the impact of fading on LoRa communications. To this purpose, we imple-
mented in the LoRaSim simulator a log-normal fading model with σ5 0, 3, 6, 10 dB.
Fig. 9�7 shows the capacity of LoRa in presence of fading and channel captures for few SFs
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FIGURE 9–6 Simulation (markers) and analytical model (lines) results for interfering SFs with several values of η: (A)
Orthogonal SFs and η5 4; (B) interfering SFs, η5 2; (C) interfering SFs, η5 4; (D) interfering SFs, η5 7.
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only for clarity of explanation (i.e., ignoring inter-SF interference). It is interesting to note
that fading impacts lower SFs (6�9), but higher SFs are almost unaffected. This is because
faded frames are not received at the gateway, and therefore the collision probability is
reduced, partially compensating the lost frames due to fading. Similar results can be
achieved by considering also inter-SF collisions, which are omitted for simplicity.

9.5.4 Nonuniform spreading factor allocation

The above results indicate that using higher SFs for far distance nodes may not improve per-
formance in presence of congestion or fading. Indeed, high SFs are more vulnerable to colli-
sions, while closer nodes are generally received with higher power. For example, Fig. 9�8
compares the performances of SF6 in competition with SF9 or SF12, with uniform SF alloca-
tion (dashed line) or when nodes near the gateway use SF7 and faraway terminals use SF9
(or SF12), as described in Section 9.4.3. The figure proves that DER of higher SFs decreases,
while SF7 improves its DER because collisions from other SFs are reduced. This means that,
even in presence of strong fading channels, using high SFs for far distance, nodes may be
counterproductive when the network load is high.

9.6 Capacity with multiple gateways
In a single LoRa cell, deploying more than one gateway is a common strategy to increase
capacity. Indeed, when multiple gateways receive the same frame, replicated packets are fil-
tered by the network server. The capacity improvement with multiple gateways depends on
the topology of the gateways with respect to the nodes and the interfering areas are not
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FIGURE 9–7 Performance of LoRa in presence of log-normal fading (σ50, 3, 6, 10 dB), capture effect and η54.
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simple circles anymore. Fig. 9�9 shows, for example, a scenario with two gateways only: a
node on the X experiences interference from the nodes in the gray areas of the image. To
model this scenario, we computed numerically the average success probability γk in pres-
ence of k interfering terminals. This way we decouple the geometric effects (positioning)
from the collision probability (offered load).

For evaluating γk, we randomly positioned k 1 1 nodes in the cell, quantifying the num-
ber of nodes with distance smaller than rα from at least one gateway, repeated the experi-
ment multiple times, and averaged the results. Obviously, the possible capacity increase
reaches a limit that depends on the SIR threshold. For example, Fig. 9�10 shows the
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FIGURE 9–9 Competing area with multiple gateways for the node on the X and “shadow area” created by the
same node.
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capacity of SF7 with gateways deployed in a regular grid. The figure shows that deploying
more than 16 gateways does not improve the DER significantly. The figure also shows that
our model matches closely the simulator results, validating the numerical evaluation of the
gamma coefficients.

Employing a different gateway topology can significantly impact the DER. In particular, it
turns out that with a few gateways (up to a dozen), it is better to deploy them at the edge of
the cell instead of in a regular grid. Only with more than 16 gateways, a regular grid is prefer-
able, although the DER increase is only marginal. The reason is shown in Fig. 9�9: in the
network topology, the node on the X creates a “shadow area” for other nodes closer to the
edge of the cell, interfering with such nodes. With few gateways, the shadow area is statisti-
cally larger when the gateway deployment is in a regular grid and smaller if the gateways are
on the edge of the cell. Indeed, Fig. 9�11 compares the DER obtained with the regular grid
or when gateways are at the edge of the cell. For example, deploying three gateways on
the edge (dashed lines) increases the DER by about 25% with respect to a grid deployment
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(solid line). Conversely, with 16 gateways or more, the grid distribution should be preferred,
but in this case the DER increases by only 5% approximately.

9.7 Conclusion
In this chapter, we have shown that, because of imperfect orthogonality between different
SFs, a LoRa network cell cannot be studied as a simple superposition of independent net-
works working on independent channels. Indeed, when the power of the interfering SF sig-
nificantly overcomes the reference SF, the correct demodulation of the reference SF can be
prevented. Based on an accurate link-level analysis, we developed an analytical framework
to model the capacity of a LoRa cell. We demonstrated that inter-SF collisions can impact
performance and that allocating higher SFs to faraway nodes may be counterproductive.
Multiple gateways deployed in the same cell can increase channel captures and mitigate
such issues, but the DER increase is marginal after 16 gateways. Finally, we showed that in
presence of few gateways, their deployment should be on the edge of the cell to increase
diversity as much as possible. The analytical framework presented in this chapter provides
important results for network operators and planning of future LoRa networks.
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10.1 Introduction
Energy efficiency (EE) is an open research problem globally due to issues associated with
energy consumption specifically in low-power devices. For the networks with billions of
sensors and low-power devices, the efficient use of limited energy resources based on
multiple tasks of applications is critically important to support these advanced technolo-
gies. In addition, energy consumption is due to energy loss or wastage. Energy loss refers
to energy supplied to the system that is not directly consumed by computing activities
such as power transport and conversion, cooling, and lighting. Whereas energy wastage
refers to the energy consumed by other equipment without generating any useful output
specifically, the energy used by servers without performing useful work. This chapter dis-
cusses in-depth review of existing meta-heuristic optimization techniques used for EE in
wireless networks comprised of low-power devices and sensors. The chapter is carried on
the basis of classification of various optimization algorithms. It deals with the detailed
analysis and comparison of their performances. EE and basic categories of optimization
techniques are discussed in Sections 10.2 and 10.4, respectively. The detailed process flow
of various meta-heuristic optimization techniques is well explained in Section 10.5.
Section 10.6 includes in-depth review of existing meta-heuristic optimization techniques
used for energy optimization in wireless sensor networks (WSNs) and the analysis of their
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performances is described in Section 10.7. The list of acronyms that appear in this chapter
is given in Table 10�1.

10.2 Energy efficiency
In the last decades, one of the most key challenges faced by modern networks (cloud com-
puting, fog computing, Internet of things (IoT), and networked computing systems) is
effective utilization of energy at different domains. The effective utilization of energy
means that save energy, minimize the energy consumption, and make the quantity of
energy consumed for workload suitable for it. The design of energy-efficient communica-
tion networks is of much importance; numerous methods have been developed in the last
few decades for designing energy-efficient communication networks but still it is a chal-
lenging task [1]. Optimized scheduling of all resources involved in the communication
network will reduce energy consumption. Low-power wide area networks (LPWANs) [2]
and economical energy efficiency (E3) [3] are the recent approaches which supports low
energy consumption.

10.3 Low-power wide area networks
Recently, LPWANs represent a new communication technology, which is designed to estab-
lish great distance communications with low energy consumption, long transmission range,

Table 10–1 List of acronyms.

Acronyms

CO Combinatorial optimization
GA Genetic algorithms
PSO Particle swarm optimization
ABC Artificial bee colony
ACO Ant colony optimization
TS Tabu search
SA Simulated annealing
MA Memetic algorithms
EE Energy efficiency
DE Differential evolution algorithm
SI Swarm intelligence
LPWANs Low-power wide area networks
E3 Economical energy efficiency
LoRa Long range
RPMA Random phase multiple access
NB-IoT Narrowband-Internet of things
GWO Gray wolf optimization
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low cost, and long battery lifetime [4]. Various applications use LPWAN technology such as
leak detection, precision agriculture, street lighting control, environment monitoring, and
smart city [5]. LPWAN is suitable for connecting different devices that require sending a
small amount of data over a long range. A set of LPWAN technologies have been designed to
operate on the medical, scientific, and industrial, including [6�8]:

• Long range (LoRa)
• Random phase multiple access (RPMA)
• Ingenu
• Narrowband-Internet of things (NB-IoT)
• Telensa
• Weightless
• Bluetooth low energy
• Sigfox

LPWAN technologies utilized the unlicensed or licensed frequency bandwidth [9]. There
are several issues and challenges facing the LPWAN [2], as follows:

• Scaling networks to massive number of devices
• Interference control and mitigation
• High data-rate modulation techniques
• Interoperability between different LPWA technologies
• Link optimizations and adaptability
• Authentication, security, and privacy
• Mobility and roaming
• Support for service level agreements
• Support for data analytics

10.4 Optimization techniques
Optimization technique is an approach to find the best solution to complex problems by
minimizing or maximizing one or more objective functions stand on one or more decision
variables that give a value of the objective function [10]. Optimization techniques are widely
applied in various fields, namely medicine, commerce, finance, transportation engineering,
and any decision-making processes. Combinatorial optimization, nonlinear programming,
and linear programming are designed to solve a wide range of optimization problems [11].
Optimization techniques are classified as exact methods and approximation methods (heur-
istics and meta-heuristics methods). The exact methods are considered one of the techni-
ques used for solving combinational optimization problems, including the Branch and
Bound, the Branch and Cut, and the Simplex [12]. The exact methods are classified based on
how the graph can be formulated into four major groups: Arc-node formulation, path formu-
lation, arc-based formulation, and spanning tree formulation [13]. Approximate methods can
be divided into two types: heuristics algorithms and meta-heuristics algorithms. Heuristic
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algorithms find approximate solutions but have acceptable time and space complexity. There
are general heuristic strategies that are successfully applied to manifold problems. The heur-
istics and meta-heuristic techniques include genetic algorithm (GA), ant colony optimization
(ACO), simulated annealing (SA), particle swarm optimization (PSO), Gray Wolf
Optimization (GWO), and so on [14]. The classification of optimization techniques is shown
in Fig. 10�1.

10.4.1 Heuristics methods

For the complex problems, conventional methods may not give the best solution at a
suitable time. To overcome this drawback, many heuristic algorithms have been proposed to
find far near-optimal solutions within an acceptable time. Heuristics were first introduced by
G. Polya [15] and improved later in the 1970s, to solve specific problems in different domains
of the real life. Heuristics methods are also suitable to deal with big data [16]. The main
objective of heuristics approach is to increase the efficiency of well-known methods and sep-
arate not-fit conditions from fit ones by decreased risk exposure, the error rate for prediction,
and also increased competitive advantages [17].

10.4.2 Meta-heuristics methods

Meta-heuristics are high-level algorithms that are becoming popular in many fields for solv-
ing very complex optimization problems with limited domain knowledge and computation

FIGURE 10–1 Classification of optimization techniques.
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capacity. If the search space is large, process is iterative, and the search is exhaustive, then it
is better to use meta-heuristics than heuristics to determine near-optimal solutions with less
computational effort. Furthermore, meta-heuristics are used for the optimal utilization of
resources [18]. Meta-heuristic algorithms are classified into two categories: population-based
methods and trajectory-based/single solution-based methods [19]. The single solution-based
methods involve Tabu search (TS) and Greedy search, while the population-based algo-
rithms are classified into three groups: swarm intelligence (SI), evolutionary algorithm (EA),
and physics-based algorithms. The EA includes the memetic algorithm (MA), GA, and differ-
ential evolution (DE) algorithm. SI such as the artificial bee colony (ABC) algorithm, ACO
algorithm, PSO, and GWO [20]. The choice of suitable meta-heuristics for a specific problem
is very important. Single solution-based methods are more efficient to determine the local
optima, but not suitable for global optima. Population-based algorithms are more suitable to
find the best optimal solution [21]. Hybrid meta-heuristic approaches by integrating two or
more algorithms are proposed to solve complex multiobjective optimization problems.

10.5 Classification of meta-heuristics methods
The classification of meta-heuristics is based on the characteristic and working mechanism
of the meta-heuristics. The classification of meta-heuristics methods will be discussed as
follows.

10.5.1 Genetic algorithms

GAs are robust ways that can be used in search and optimization issues based on Darwin’s
principle of natural selection [22,23]. GA is one of the best optimization algorithms having
great potential to deal with various multiobjective problems [13]. The idea behind GA is that
the combination of exceptional characteristics from different ancestors generates the better
and optimized offsprings, that is, having an improved fitness function than the ancestors
[24]. Implementing this mechanism iteratively, the offsprings gets more optimized, resulting
in higher sustainability in the environment. The parameter set of the optimization problem
is required to be coded as a finite-length string or chromosome [17]. Population in GA is a
collection of strings or a chromosome [25,26]. Adaptation of chromosome to the environ-
ment is evaluated using objective function. Hence, the objective function of GA is called as
fitness function. The basic GA is composed of three operators [27]:

• Selection: Forms population by selecting parents to reproduce chromosomes at first stage,
then the chromosomes generated in first stage are selected to generate population for the
next stage.

• Crossover: This operator requires two parents to generate several offsprings by the
combination of genes.

• Mutation: This operator is created by constrained random modifications of one or more
genes of chromosomes.
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Mutation is used to explore the solution space and crossover to reach to the local optima
[28]. In GA population evolves iteratively, it starts with a randomly generated initial popula-
tion; a new population is generated from the existing population by selection, crossover, and
mutation. The process flow of GA is shown in Fig. 10�2. Randomly select an initial popula-
tion P of n chromosomes. At every iteration, a new population P0 is generated by choosing
two parents from P with the probability of selection proportional to their fitness. Generate
new offsprings by crossover from selected parents with probability Pc, and then by random
mutation recombine these chromosomes with some probability Pm(0:001#Pm # 0:01Þ.
Newly generated population replaces the existing population.

10.5.2 Particle swarm optimization

Kennedy and Eberhart [29] developed SI model inspired by birds flocking behavior called
as PSO algorithm. The PSO has particles determined from natural swarms by combining

FIGURE 10–2 Process flow of genetic algorithm.

204 LPWAN Technologies for IoT and M2M Applications



self-experiences with social experiences using communications based on iterative compu-
tations. In PSO algorithm, a candidate solution is presented as a particle. To search out for
a global optimum, it uses a collection of flying particles (changing solutions) in a search
area (current and possible solutions) as well as the movement toward a promising area.
PSO optimizes a problem by having a population of candidate solutions and moving these
particles around in the search space according to simple mathematical formulae over the
particle’s position and velocity. Each particle’s movement is influenced by its local best-
known position and is also guided toward the best-known positions in the search space,
accordingly each particle updates its position to the better one than the previous position.
This is expected to move the swarm toward the best solutions [30]. The process flow for
PSO is shown in Fig. 10�3 In PSO, each single solution is a “bird” in the search space
called as “particle.” All the particles have fitness values that are evaluated using fitness
function to be optimized and have velocities that direct the flying of the particles. The par-
ticles (solutions) fly through the problem space by following the recent optimum particles.
PSO is initialized with a group of random particles and then it searches for optima by
updating generations. In each iteration, every particle is updated by following two “best”

FIGURE 10–3 Process flow of particle swarm optimization.
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values. The first value is the best solution (fitness) which it has achieved so far. This value
is called pbest. Another “best” value that is tracked by the particle swarm optimizer is the
best value, obtained so far by any particle in the population. This best value is a global best
and called gbest. After finding the two best values, the particle updates its velocity and posi-
tions with following equations:

Vid t1 1ð Þ5Vid tð Þ1 c1R1 pid tð Þ2 xid tð Þð Þ1 c2R2 pgd tð Þ2 xid tð Þ� �
(10.1)

xid t1 1ð Þ5 xid tð Þ1 vid t1 1ð Þ (10.2)

where

Vid is the rate of position change of ith particle in dth dimension and t denotes iteration
count, xid is the position of ith particle, pid is the historically best position of particle, and
pgd is the position of swarm’s global best particle.
R1 and R2 are two n-dimensional vectors with random numbers uniformly selected
between [0,1].
c1 and c2 are position constant weighting parameters called as cognitive and social
parameters, respectively. Memory update is done by updating pid and pgd when the

following condition is met.
pid5pi, if f pið Þ. f ðpid

�
and pgd 5 gi if f gið Þ. f ðpgd

�
, where f ðxÞ is the objective function

subject to maximization. Once terminated, the algorithm reports the values of pgd and

f ðpgdÞ as its solution.

10.5.3 Ant colony optimization algorithm

ACO is inspired by the foraging behavior of ants [31]. At the core of this behavior is the indi-
rect communication between the ants with the help of chemical pheromone trails, which
enables them to find short paths between their nest and food sources. Blum [32] exploited
this characteristic of real ant colonies in ACO algorithms to solve global optimization pro-
blems. Dorigo [33] developed the first ACO algorithm and since then numerous improve-
ments of the ant system have been proposed. ACO algorithm has strong robustness as well
as good dispersed calculative mechanism. ACO can be combined easily with other methods;
it shows well performance in resolving the complex optimization problem. ACO optimizes a
problem by having an updated pheromone trail and moving these ants around in the search
space according to simple mathematical formulae over the transition probability and total
pheromone in the region. At each iteration, ACO generates global ants and calculates their
fitness. Update pheromone and edge of weak regions. If fitness is improved, then move local
ants to better regions, otherwise select new random search direction. Update ant pheromone
and evaporate ant pheromone. The continuous ACO is based on both local and global
search. Local ants have the capability to move toward latent region with best solution with
respect to transition probability of region k,
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Pk tð Þ5 tk tð ÞPn
j51

tj tð Þ
(10.3)

where tk tð Þ total pheromone at region k and n is number of global ants.
Pheromone is updated using the following equation:

ti t1 1ð Þ5 12 rð Þti tð Þ (10.4)

where r is the pheromone evaporation rate.
The probability of selection of region for local ants is proportional to pheromone trail.

The process flow for ACO is shown in Fig. 10�4.

10.5.4 Tabu search

TS is a local heuristic method based on neighborhood , it explores the solution space by con-
stantly replacing recent solution with best non visited neighboring solution, new solution

FIGURE 10–4 Process flow of ant colony optimization.
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may be less efficient[34]. It explores the solution space by constantly replacing recent solu-
tion with best nonvisited neighboring solution, new solution may be less efficient. A funda-
mental concept in TS is that the intelligent search must be based on learning; the usage of
flexible memory explores beyond optimality and exploits the earlier state of the search to
influence its future states [35]. The process flow of TS is as shown in Fig. 10�5. TS begins
iteratively with local or neighborhood search from one solution to another still selected ter-
mination criteria satisfied. Each solution s has neighborhood N sð Þ*S and solution s

0
AN sð Þ is

generated from s by move. The objective function of TS is to minimize f sð Þ. TS method per-
mits moves which improve the current objective function value and ends when no improving
solution can be established. The algorithm starts by selection of sAS; then find s

0
AN sð Þ such

that f s
0� �
, f sð Þ. If no such s

0
found, then s is the local optimum and algorithm stops.

Otherwise, designate s
0
to new s and repeat the process.

10.5.5 Simulated annealing algorithm

SA is a standard probabilistic meta-heuristic for the global optimization problem of a given
function in a large search space for locating a good approximation to the global optimum. It
is frequently used when the search space is discrete. The main advantage of SA is its capabil-
ity of moving to states of higher energies. Kirkpatrick et al. [36] introduced SA to solve com-
binatorial optimization problem. The algorithm of SA is based on two loops called as

FIGURE 10–5 Process flow of Tabu search.
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internal loop and external loop. Iterations in an internal loop continue, until the system
becomes stable. Whereas as external loop reduces the temperature to simulate annealing of
stable systems. The internal loop generates new state by basic alterations in previous one
and then applies it to the Metropolis acceptance rule. The best state generated by the algo-
rithm is preserved and updated successively by internal loop. The process flow of SA is
shown in Fig. 10�6.

Point E’ is generated within a state space from the existing point E at each step in the
algorithm. Point E’ is accepted unconditionally if it has a lower cost function than E. But if it
has a higher cost, then it is accepted using the metropolis criterion. The SA program is
ended if an acceptable solution is originated or if a designated final temperature is reached.
SA is successful in a wide range of non -deterministic optimization problem (NP)-hard opti-
mization problems.

10.5.6 Artificial bee colony optimization

The ABC optimization was proposed by Dervis Karaboga to solve real-world and numerical
problem in [39], which is inspired by the intelligent behaviour of honey bee swarms to get-
ting a source for their food. ABC algorithm models consist of three groups of bees: scout
bees discover all food source positions randomly based on the dances, employed bee
exploiting a source of food which come from scouts bees, and onlooker bees to evaluate
food quality [38]. ABC has been widely used in several applications in many different fields

FIGURE 10–6 Process flow of simulated annealing.
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such as training neural networks, signal processing applications, and machine learning com-
munity [37]. The general structure of the ABC algorithm is as follows:

Step 1: initialization of solutions (the population of food sources).
Step 2: Employed bees search new food sources having more nectar within the
neighborhoods of the food source.
Step 3: The onlooker bees evaluates food quality depending on the information provided
by the employed bees.
Step 4: Start to search for new solutions randomly by scout bees.
Step 5: Repeat steps 2, 3, and 4 until the best solution is achieved.

10.5.7 Gray wolf optimization

GWO [40] is one of the most recent bio-inspired optimization methods. It mimics hunting
procedure of a pack of gray wolves. It has effective imitation more than hunting in the pack
and can be used in network optimization. In GWO, there are three prime solutions: alpha
(α), beta (β), and delta (δ). Solution α is derived from α wolves and is the best solution,
while β and δ solutions are from β and δ wolves, treated as second and third best solutions,
respectively. All other solutions are considered to be omega (ω) solutions that are evolved
from ω wolves. Hunting in the pack is directed by α, β, δ, and ω trails these three candidate
solutions. The first step in the hunting process is encircling the prey. Gray wolves have the
ability to recognize the location of prey and encircle them. The hunt is usually guided by the
alpha. The beta and delta might also participate in hunting occasionally. However, in an
abstract search space we have no idea about the location of the optimum (prey). In order to
mathematically simulate the hunting behavior of gray wolves, it is assumed that the alpha
(best candidate solution), beta, and delta have better knowledge about the potential location
of prey. Therefore, the first three best solutions obtained so far are saved and oblige the
other search agents (including the omegas) to update their positions according to the posi-
tion of the best search agent. As mentioned above, the gray wolves finish the hunt by attack-
ing the prey when it stops moving. Gray wolves mostly search according to the position of
the alpha, beta, and delta. They diverge from each other to search for prey and converge to
attack prey. Gray wolves diverge from each other during exploration and converge during
the exploitation process. Process flow of GWO is as in Fig. 10�7.

The objective function of GWO mainly focuses on finding the optimal solution, say, x in
the particular search space as represented by

minimize f ðxÞ; x5 ðx1; x2; x3; . . . ; xnÞARn (10.5)

where n is the number of dimensions contained in a solution. xAFAS; where F is the feasi-
ble region in the search space S, which defines a n-dimensional rectangle R. The domain
size for rectangle R is lb ið Þ# x ið Þ#ub ið Þ:lb and ub are lower and upper bounds, respectively.
Constraints in the feasible region can be given as
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gj xð Þ# 0; for j5 1; 2; . . . ; r (10.6)

hj xð Þ5 0; for j5 r1 1; . . . ;m (10.7)

If any solution x satisfies the constraint gj or hj in region F, then gj is considered to be an
active constraint at x.

10.5.8 Memetic algorithms

MAs are developed by combining local search (LS) with EA to solve several complex optimi-
zation problems [41]. MAs are derived by considering the concept of meme which is nothing
but a part of the information encoded in computational representations for the capabilities

FIGURE 10–7 Process flow of gray wolf optimization.
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of local refinements [42]. On the other hands, MAs are the extensions of evolutionary algo-
rithms that use a separate LS process to refine the fitness of an individual by hill-climbing.
MAs [43] have been utilized in the numerous applications such as telecommunication and
networking, scheduling and timetabling problems, machine learning and robotics, and NP-
hard combinatorial optimization problems. MAs [44] address the problem by specific algo-
rithmic structure through a sequence of the following steps:

• Selection of the candidate solutions (parents) that are used to create new solutions.
• The combination of existing solutions to perform crossover and mutation for offspring

generation.
• Improve the quality of an offspring by refinement of the fitness of an individual.
• Update of the population.

10.5.9 Differential evolution algorithm

DE is a population-based stochastic introduced by Storn and Price [45]. DE algorithm is
more simple, efficient, robust, and powerful technique for solving optimization problems,
which performs well on a wide variety of problems [46,47]. DE works similar to GA, but the
performance of DE is sensitive to the choice of the mutation strategy and settings of the con-
trol parameters such as crossover rate (CR), the scale factor (F), and the population size
(NP). Due to all these constraints, DE generates better optimal solution, for the optimization
problems which includes a time-consuming trial-and-error search [48]. The steps involved in
DE algorithm are as follows [49]:

• Starts initializing a random population.
• The mutation process to produce a mutant vector.
• Crossover operation is applied to each pair of the target vector.
• Identify whether new offspring obtained after crossover is better than the current one. If it

is better then select it.

10.6 Adaptation of meta-heuristics techniques for energy
optimization

In this section, various approaches based on meta-heuristic techniques for EE in communi-
cation networks are reviewed and analyzed.

10.6.1 Genetic algorithm

Sensor self-clustering method for dynamically organizing heterogeneous WSN by using GA
that optimizes the network life is proposed in Ref. [50]. The proposed method provides a
framework to integrate clustering factors and multiple heterogeneities that employ network
locality, expected energy expenditure, remaining energy, and distance to the base station in
search for an optimal, dynamic network structure for heterogeneous WSN.
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Hussain et al. [51] has proposed intelligent energy-efficient hierarchical clustering proto-
col by using GA to increase the network lifetime and give more energy-efficient clusters for
routing in WSNs. The simulation results show that the proposed method performs better
than the traditional cluster-based protocols in terms of EE and lifetime.

In Ref. [52], the authors presented a novel method energy-efficient coverage control algo-
rithm (ECCA) based on multiobjective genetic algorithms (MOGAs) for application-specific
data gathering in a WSN. The basic goal of ECCA is to minimize the number of working
nodes while maintaining full coverage. The proposed method extends the network lifetime
by saving energy while meeting the coverage requirement. The simulation results show that
the proposed algorithm can achieve balanced performance on different types of detection
sensor models while maintaining high coverage rate.

An energy-efficient delay-constrained based on GA mechanism to resolve quality of service
(QoS) multicast routing problem in mobile ad hoc network (MANET) is proposed in [53]. The
proposed algorithm aims to find the bounded end-to-end delay and reduces the total energy
consumption cost of the multicast tree. Crossover and mutation operations are applied directly
on trees, which simplify the coding operation and omit the coding/decoding process. The sim-
ulation results have proven that the proposed algorithm is effective and efficient.

Tang and Pan [54], introduced a new method a hybrid genetic algorithm (HGA) for the
energy-efficient virtual machine placement problem that considers the energy consumption
in both the communication network and physical machines (PM) in a data center. For the
set of randomly generated test problems, the performance of HGA and the original GA is
compared in [54] and the energy consumption in the data cetnre is also determined by both
the approaches. Results for proposed method showed that the HGA generated a significantly
better quality of solutions than the original GA in terms of performance and efficiency.

GA-based energy-efficient multicast routing problem with multiple QoS constraints in
MANETs is addressed in [55]. Source tree�based routing algorithm is used for generating
the shortest path multicast tree to decrease delay time. In addition, improved genetic
sequence and topology encoding are used to prolong the lifetime of mobile nodes that calcu-
late the residual battery energy of all nodes in a multicast tree. The simulation results explain
that the proposed method is an efficient and robust algorithm for multicast route selection.

10.6.2 Simulated annealing algorithm

Marotta et al. [56] proposed a novel mixed integer linear programming model for the virtual
machines’ consolidation based on SA to minimize the energy consumption wastefulness in
cloud computing. The proposed method aims to evaluate the attractiveness of the possible
virtual machine (VM) migrations and to increase the overall cost-efficiency by reducing the
number of active nodes.

In Ref. [57], the authors proposed a SA algorithm to solve energy resources, scheduling
based on virtual power player (VPP) operating in a smart grid. The results of the SA
approach are effective to solve the envisaged problem and proved to be able to obtain good
solutions in low execution times, providing VPPs with suitable decision support for which
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the huge amount of distributed resources will lead to combinatorial explosion making deter-
ministic approaches useless in practice.

10.6.3 Particle swarm optimization

The authors [58] have proposed a novel usage of PSO in the cluster head (CH) selection,
which makes it a semidistributed method known as PSO semidistributed (PSO-SD). The
PSO-SD applies the fitness function to reduce the intracluster distance from the sensor nodes
to the cluster head. The function optimized the location of the cluster head, which influences
the expected number of packet retransmissions along the path, which helps in optimizing
overall energy consumption in the network. The simulation results illustrate that our PSO-SD
delivers better performance in terms of lifetime, energy consumption, and an average num-
ber of packets communicated to the base station (BS).

An energy-efficient CHs selection algorithm based on PSO known as PSO-ECHS is pro-
posed in Ref. [59]. The algorithm is developed by using an efficient particle representation
and fitness function. In the proposed method, the authors measure the performance by
using several metrics such as energy consumption, network lifetime, and packets receiving.
The proposed approach is better in performance measurement in terms of energy consump-
tion since PSO-ECHS deals with the fitness function, which takes into account the sink dis-
tance, intracluster distance, and the residual energy of nodes, by reducing the distance
between sensor nodes and their CHs to find their optimal locations.

Multiobjective MOPSO algorithm is used to manage the resources of the network by finding
the optimal number of clusters in MANETs [60]. The optimal number of clusters can provide an
energy-efficient solution and reduce the network traffic when managed intercluster and
intracluster traffic by the CHs. Also, It reduces the routing cost of a packet, so that the CHs can
do the job of routing network packets within the cluster or to the nodes of other clusters because
the least number of nodes is involved in routing a packet. The simulation results illustrate that
proposed MOPSO-based methods outperform these two algorithms [weighted clustering algo-
rithm (WCA) and comprehensive learning particle swarm optimization (CLPSO)-based cluster-
ing] in finding the optimal number of clusters as well as providing multiple options for the user.

Wang et al. [61] proposed a novel energy-aware VM placement optimization approach for
a heterogeneous virtualized data center by using the improved PSO. This approach aims to
develop optimal VM replacement scheme with the lowest total energy consumption while
satisfying the resource requirements of the cloud services.

A linear programming and nonlinear programming formulation for energy-efficient clus-
tering of the WSN, which is based on PSO, is proposed in [62]. The algorithm is developed
by using an efficient particle encoding scheme and fitness function to take care of energy
consumption of the varying number of sensor nodes and the gateways (GWs). Also, the algo-
rithm builds a trade-off between the number of data forwards and transmission distance
through load balancing clustering.

In Ref. [63], the authors proposed a novel method based on PSO algorithm for energy-aware
cluster-based protocol to extend the sensor network lifetime. The main idea of the proposed
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protocol is the optimization of energy management of the network by minimizing the intraclus-
ter distance between a CH and the cluster member. Also, centralized control algorithm is devel-
oped to implement all operations at the BS and compared the performance of proposed
protocol low-energy adaptive clustering hierarchy (LEACH) and LEACH-C (improved version of
LEACH). Results from the simulations demonstrate that the proposed protocol delivers more
data and a higher network lifetime to the BS compared to LEACH and LEACH-C.

10.6.4 Ant colony optimization algorithm

In Ref. [64], the authors proposed a new method for energy-efficient routing in energy-
constraint WSNs based on an ant colony algorithm known as data aggregation. The data aggre-
gation for energy efficient (EE) depends on the number of sources. The simulation results
proved that improve EE up to 45% when using optimal aggregation compared to approximate
aggregation schemes in a moderate number of sources, whereas 20% EE in a large number of
source nodes.

Lin et al. [65] proposed a family of energy-efficient data aggregation ant colony algorithms
to achieve the global optimum in saving energy and prolonging network lifetime. To increase
the probability of selecting global optima, ACO is modified in following categories:(1) elitist
strategy-based DAACA; (2) max�min-based DAACA, (3) the basic algorithm of DAACA, and
(4) ant colony system-based DAACA. In addition, the authors applied a number of simula-
tions to evaluate and compare the performances between the DAACA family and other data
aggregation algorithms. The results proved that the DAACA have higher superiority on EE
and prolonging the network lifetime.

Energy-efficient ant-based routing algorithm is proposed in Ref. [66]. ACO helps for
energy savings with maximized network lifetime and minimizes communication by choosing
the shortest path between the sensor nodes and a sink node with less communication hops.
The experimental results showed that the method leads to very good results in several WSN
scenarios.

Gao et al. [67] proposed a multiobjective ant colony system algorithm for the VM place-
ment problem in a cloud computing environment aiming to minimize power consumption
and total resource wastage. The performance of the proposed algorithm is compared with a
MOGA, a well-known bin-packing algorithm and an max-min ant system algorithm.
Computational experiments on benchmark problems are carried out. The results demon-
strate that the proposed algorithm can compete efficiently with two single objective
approaches to the problem.

An ant colony-based scheduling algorithm (ACB-SA) is proposed to solve the efficient-
energy coverage (EEC) of WSN problem [68]. The ACB-SA, unlike the traditional ACO algo-
rithm, improves the performance for real-number space by applying the new initialization
method based on the random selection of parameters for the probabilistic sensor detection
model and the modified construction graph. The simulations are carried out to check the
effectiveness of the ACB-SA in the EEC problem and compared with conventional ACO algo-
rithm, PSO, and the three pheromones ACO (TPACO) algorithm.
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In Ref. [69], the authors presented an efficient routing algorithm by using the ACO algo-
rithm for large-scale cluster-based WSNs. The main objective is to find the optimal route
from the CHs to the BS and leads to a shorter convergence time and less routing overhead.
The results show a higher system lifetime, lower power consumption, and more loads, bal-
ancing for the proposed routing algorithm when compared the method with cluster-based
routing without optimization and an ACO-based routing algorithm without clustering.

10.6.5 Artificial bee colony

Kruekaew et al. [70] proposed a new method to optimize the scheduling of VM on cloud
computing by using ABC. This approach enhances the performance of cloud task scheduling
due to the use of improved ABC algorithm for resources utilization and reduces the make-
span of data processing time. The hybrid approach that uses ABC algorithm, the Longest Job
First scheduling algorithm, and scheduling based on the size of tasks outperforms in balanc-
ing workload and changing environment.

Saleem et al. [71] proposed a bee-inspired power-aware routing protocol called as
BeeSensor, which utilizes a simple bee agent model and requires less processing time and
network resources. The experiment results demonstrate that BeeSensor delivers better per-
formance in a dynamic WSNs scenario as compared to a WSN optimized version of the
AODV protocol; also the computational complexity, control overhead, and bandwidth
requirements are significantly smaller. In addition, lifetime achieved by BeeSensor is also
larger than AODV.

A novel energy-efficient clustering mechanism based on an ABC algorithm is proposed in
Ref. [72]. The routing algorithm which uses fitness functions of energy levels, energy con-
sumption, and QoS is named as an improved version of Cluster-based WSN routings using
an ABC algorithm considering Quality of service (ICWAQ). The proposed method selects
optimum CH nodes to prolong the network lifetime and minimize energy consumption.
Also, it employs a service quality mechanism by considering delays between the signals
received from the clusters. The performance of the proposed approach is compared with
protocols based on LEACH and PSO. The results of simulation results prove that the ICWAQ
routing protocol can effectively maximize the network lifetime, minimize transfer delays
comparing the other techniques, and successfully be applied to WSN routing protocols.

Honey bee mating algorithm for ad hoc routing is proposed in Ref. [73], which is applied
for data clustering, scheduling and resource allocation, and optimization problems. This pro-
posed approach has restructured the ABC algorithm from the initialization phase to the
implementation phase. Selection of less number of parameters in this approach leads to less
energy consumption, less traffic in the network, and consequent improvement in the lifetime
of the battery as well as the network efficiency. The result shows that the proposed system
provides optimal value in all aspects such as response time and throughput.

In Ref. [74], authors have proposed a new routing algorithm for energy-efficient routing
in MANETs called BeeAdHoc. BeeAdHoc, a reactive source routing algorithm, achieves simi-
lar/better performance to that of DSR, AODV, and DSDV but consumes significantly less
energy as compared to these state-of-the-art algorithms because it utilizes less control
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packets to do routing. The results of simulations show that the proposed algorithm achieves
the objectives by sending less control packets and distributing data packets on multiple
paths, and as a result, the algorithm is energy-efficient.

10.6.6 Gray wolf optimization

Diwan and Khan [75] has proposed the smart cluster forming solution based on fuzzy logic
and gray wolf optimization (GWO)-based CH selection scheme to achieve EE in WSNs. In
this method, while forming clusters each node evaluates the parameters such as residual
energy, distance to BS, and distance to CH; based on these parameters, probability of being
connected to any available CH is determined. In the next step, GWO algorithm is used to
select CH by comparing the position of node in the cluster with the gray wolf hierarchy.
Network lifetime and throughput of proposed scheme are compared with that of conven-
tional LEACH-based scheme in both stable and unstable period of network operation. Fuzzy
logic and GWO-based scheme outperforms conventional scheme.

A three-level hybrid clustering routing protocol algorithm (MLHP) based on the Gray
wolf optimizer (GWO) for WSNs is proposed in Ref. [76]. A centralized selection is proposed
for Level One, in which the BS plays a great role in selecting CHs. In Level Two, a GWO rout-
ing for data transfer is proposed, where nodes select the best route to the BS to save more
energy. And, a distributed clustering based on a cost function is proposed for Level Three.
The algorithm was evaluated through tests of a network’s EE, lifetime, and stability period.
Comparisons were made with the best-known routing protocols to measure the performance
of the proposed algorithm. The results showed improved performance of the proposed algo-
rithm in terms of longer network lifetime, longer stability period, and more residual energy
when compared with the other algorithms.

Sharawi et al. [76] have introduced a CH selection optimization model in WSNs based on
GWO. Fitness function used in this approach ensures coverage of the WSN and is fed to the
GWO to find its optimum. Results of the introduced model are compared with the LEACH
routing protocol. Lifetime, residual energy, and network throughput performance indicators
are examined; the introduced system outperforms the LEACH in almost all topologies [77].

10.7 Performance analysis
This section provides the analysis and evolution of meta-heuristic techniques for energy opti-
mization. The analysis is based on the impact of meta-heuristics techniques on the energy
optimization for many approaches such as clustering mechanism, routing mechanism,
LPWAN, and VM mechanism.

10.7.1 Energy optimization with clustering mechanism

Clustering is one of the most efficient techniques that save energy through extended lifetime
of the whole network.Lot of research has been reported in the literature for the hybrid
approach based on clustering and meta heuristics for energy optimization. In Refs. [47,48],
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the researchers proposed using GA for energy-efficient clusters in WSN. The simulation
results explain that using GA with clusters increases the network life time and provides more
energy efficiency than the traditional cluster-based protocols.

Energy Efficient clustering approach using PSO is proposed in [58,59] to optimize the
energy consumption of the network while managing the network traffic. All proposed algo-
rithm takes into consideration a variety of parameters, such as intracluster distance, trans-
mission power, sink distance, degree of nodes, and residual energy, to select CH for each
cluster. The studies show that PSO-ECHS has greater EE and more power than no CHs [75].

10.7.2 Energy optimization with routing mechanism

Several techniques have been proposed by researchers to resolve QoS multicast routing
problem in MANET. In Ref. [50], the authors proposed that GA depends on bounded end-to-
end delay and minimum energy cost of the multicast tree. While authors [55] designed a
source tree�based routing algorithm is proposed in [55] and used the small population size
in the GA to built the shortest path multicast tree. In [53], BeeAdHoc is presented, a new
routing algorithm for energy-efficient routing in MANETs. The results of simulation experi-
ments show that BeeAdHoc consumes significantly less energy than dynamic source routing
protocol (DSR), ad hoc on-demand distance vector routing protocol (AODV), and destination
sequenced distance vector routing protocol (DSDV).

In Ref. [71] authors proposed a new bee-inspired power-aware routing protocol for WSNs
called BeeSensor and also compared BeeSensor with AODV. The results of experiments
show that BeeSensor delivers better performance than AODV protocol. In Ref. [69], the
authors proposed a routing algorithm for the cluster-based large-scale WSNs using the ACO.
The simulation results showed a higher system lifetime and load balancing for the proposed
routing algorithm compared to other routing algorithms. A three-level hybrid clustering rout-
ing protocol algorithm (MLHP) based on the gray wolf optimizer (GWO) for WSNs [76] per-
forms very well in terms of longer network lifetime, longer stability period, and more
residual energy when compared with the other algorithms.

10.7.3 Energy optimization with virtual machine

VM placement is one of the important approaches for enhancing EE and resource utilization
in both PM and the communication network in a data center. HGA outperforms the original
GA [54]. An approach based improved PSO reduces the total energy consumption in a het-
erogeneous virtualized data center. It is proven that proposed approach significantly outper-
forms other approaches [61].

Multiobjective ant colony system algorithm is better choice for the VM placement prob-
lem to minimize total resource wastage and power consumption. Also, ABC algorithm is
suitable for optimizing the scheduling of VM on cloud computing due to its ability to effec-
tively utilize the reduce makespan and increased system resources [70].
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10.7.4 Energy optimization in low-power wide area network

In Ref. [5], authors addressed the maximum lifetime coverage problem by a greedy algorithm
that aims at determining a sleep/active schedule for sensors in order to maximize the time
span when all the targets are continuously covered by using LoRaWAN. Results explain that
the greedy algorithm performs very well whether the energy consumed in sleep mode is neg-
ligible or not and no matter the dispersion of the sensors’ energies, which is contrary to
existing algorithms.

Rady et al. [78] designed the optimal deployment of LPWAN IoT GWs by using a compu-
tational method. The proposed method examined network-agnostic (using grid method and
spatial algorithm), which showed competitive results compared to a network-aware (using
K-means clustering). Results showed that the proposed approach decreases the costs of the
network and increases its sustainability.

In Ref. [79], the authors analyzed the feasibility of providing over-the-air software updates
for three LPWAN technologies (IEEE-802.15.4g, LoRa, and Sigfox) and discussed the best
suited update method and compared for three different scenarios: network stack update,
application updates, and full system updates. The study prove that a single applications may
have less energy between 6 to 38 times when it compared with firmware update.

10.8 Conclusion
Numerous scheduling and resources utilization techniques for EE in communication net-
works have been developed in the last few decades, but still it is a challenging task. A sched-
uling and resources utilization technique for EE developed may perform well for one
scenario but not for the other. Hence, neither the single scheduling nor resources utilization
method is applicable to all types of networks nor do all the methods perform well for one
specific scenario. In this chapter, we have presented the in-depth review of recent scheduling
and resources utilization techniques for EE in communication networks and their deviations.
These methods are studied analytically and comparison is carried out on the basis of distinct
parameters. The state-of-the-art review will be useful in the selection of the appropriate
method. Such study and evaluation are also essential for refining the performance of existing
algorithms and for developing new powerful algorithms. Their performances can be
enhanced by the use of hybrid approach and correct optimization.
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11.1 Introduction
Despite drawing much research attention in recent years because of the growing demand for
services requiring wireless connection, limited lifetime is often an enormous challenge for
wireless systems, specifically wireless sensor networks (WSNs) or body sensor networks
(BSNs). Therefore, energy harvesting (EH) tends to be a prime technology in which energy is
harvested directly from the surrounding environment, for example, solar, geothermal, wind,
etc., in order to help wireless systems cope with a short lifetime and the frequent replace-
ment of batteries [1,2]. Let us therefore start with an overall picture regarding wireless
systems.

RF-EH technology, which can be used to generate energy from RF signals, has recently
been seen as a hot research topic [3]. However, since power-constrained wireless
networks, that is, WSNs [4], body networks (BNs) [5], and wireless charging systems [6] often
face a lack of radio sources that are vital to IT and signal processing, much effort has been
made to propose solutions that cope with the limitations of RF-EH. Fortunately, the tech-
nique of wireless energy transfer has greatly helped RF-EH by introducing a robust model
called simultaneous wireless information and power transfer (SWIPT) [7]. In principle,
SWIPT allows energy and information to be carried by RF signals simultaneously.

In Fig. 11�1, an RF-EH system with three primary components is depicted, including
information gateways, sources, and nodes. BSs, known as information gateways, are used to
illustrate wireless routers or relays. Next, RF sources can be deployed as RF transmitters or
ambient RF sources, where nodes represent user equipment (UE) that communicates with
the information gateways. A fixed power supply is equipped at each gateway and source,
while the energy harvested from RF sources can be used to power the network nodes.

In order to enhance energy efficiency (EE), relaying networks (RNs) have been thoroughly
studied and can support short multihop communication without consuming much energy
compared to direct communication. Therefore, better coverage and network lifetime can be
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achieved using RNs. Apart from this, two novel relaying protocols, namely amplify-and-
forward (AF) and decode-and-forward (DF), were once deployed in [8]. In particular, the DF
scheme lets the R (relay node) receive transmitted signals from the S (source node), which
are later decoded and forwarded to the D (destination node). Alternatively, the AF scheme
lets R receive, amplify, and forward the source signals to D.

Figs. 11�2 and 11�3 present two receiver architectures based on time switching (TS) or
power splitting (PS) architectures, respectively. To begin, TS is technically deployed to coor-
dinate a time for receiving information and RF-EH. Fig. 11�4 depicts a modernized version
of TS called the time switching-based relaying (TSR) protocol.

However, the PS architecture with an optimal ratio can split the received RF signals if the
circuit power consumption is trivial. Fig. 11�5 illustrates power splitting-based relaying pro-
tocol (PSR), which has been deployed widely in different systems, that is, [9,10], and [11].

We also propose a hybrid power time switching-based relay (HPTSR) protocol, which is
illustrated in Fig. 11�6. In this protocol [12], T is the time block, where S transmits data to D
and αT depicts R harvesting power of the transmitted signal from S (0,α, 1). The remain-
ing time of (1 2 α)T for IT is split into two equal portions of (1 2 α)T/2 for the S-R link
and R-D link, respectively. R consumes all the harvested energy during the energy transfer

FIGURE 11–1 Infrastructure-based architecture RF-EH.
The devices located in the EH zone (unbroken line) scavenge energy from base station (BS), while components in
the information transmission (IT) zone (dashed line) can decode information. Note that each node in the EH and IT
zones is equipped with a separate radio frequency (RF) energy harvester and RF transceiver, respectively. Thus,
both EH and IT can be done simultaneously.
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FIGURE 11–2 Time switching architecture.

FIGURE 11–3 Power splitting architecture.

FIGURE 11–4 Time switching-based relay protocol.
The TS receiver model switches between EH and information decoding modes. The received signal denoted by yR is
transmitted to the EH receiver for an amount of time, αT, and then to the information receiver in (1 2 α)T, where
T is the time required to transmit information between the source and destination.

FIGURE 11–5 Power splitting-based relay protocol.
The power of the received signal is split into two parts in PS receiver architecture and is called the PS ratio,
denoted by β. A portion,

ffiffiffi
β

p
yR, of the received signal is transmitted to the EH receiver, while the remaining

portion of
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð12 βÞ

p
yR is used for the information receiver.



process to forward signals to D. βPS is used for EH, where PS is the transmit power at S while
the PS ratio (1 2 β)PS is utilized for IT.

The harvested energy at R in TSR, PSR, and HPTSR protocols is therefore defined as [13]

ET S R
h 5 ηPSjhSj2αT ; (11.1)

EP S R
h 5

1

2
ηPSjhSj2βT ; (11.2)

and

EH PTS R
h 5 ηPSjhSj2αβT ; (11.3)

where 0 # η # 1 denotes the EH efficiency at R relying on the EH circuitry and the
rectifier.

11.2 State of the art
In recent years, the power consumption of wireless devices in wireless communication sys-
tems has drawn much research interest [14,15]. Particularly, the study in [14] considered a
network model of a set of RF charging stations overlaid with an uplink cellular network,
while a harvest-then-transmit protocol was proposed for wireless power transfer [15].
Different types of up-to-date beamforming methods have also been implemented to enhance
power transfer efficiency [15�17].

In order to assist wireless energy and information transfer, the dual use of RF signals was
recently and thoroughly discussed [9,18]. The authors in [19] proposed SWIPT for the pur-
pose of transmitting RF energy in low-power systems such as BSNs. SWIPT therefore has sev-
eral benefits regarding the simultaneous transfer of both information and energy [18�20]
and has proved affordable for robust wireless systems without additional demands on hard-
ware in transmitting devices.

RF signals also have the potential to power low-power electronics such as smart watches,
wireless keyboards, and mice because they only consume a small amount of power of
roughly microwatts to milliwatts. Therefore, the work in [21] designed an RF circuit to make
nonstop charging of mobile electronics possible in crowded areas where more RF signals

T

αT

Information transfer

(1-α) T/2 (1-α) T/2

Source-to-relay
 (S) and (R)

At relay
(R)

Relay-to-destination
(R) and (D)

(βP)
energy transfer   

 ((1– β) P)
Information transfer

FIGURE 11–6 The hybrid TSR-PSR protocol.
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can be harvested. In fact, the amount of data transmitted is dependent on the RF signals due
to entropy fluctuations, while the average squared value of RF signals represents its power.
As a consequence, optimizing information and energy simultaneously is not possible and
requires innovations in wireless systems.

11.2.1 Scenario 1: Wireless power transfer constraint policies

Unlike conventional wireless communication devices, which often suffer from power con-
straints, EH transmitters are subject to other EH constraints. In particular, the transmitter in
each time slot can only consume at most the amount of stored energy available despite the
availability of more energy in upcoming slots. The use of the harvested energy should there-
fore be taken into consideration.

In fact, a number of studies on the use of energy harvesters as an energy source have
been conducted in [22�27]. The study in [22] discussed the technique of dynamic pro-
gramming. In [24], throughput performance was optimized over an infinite horizon.
Adaptive duty cycling was employed for throughput optimization in [25]. In [26], an
information-theoretic technique was considered in which energy is harvested at the level
of channel use. The work in [27] presented excellent methods for optimizing throughput
performance.

In practice, full-duplex (FD) transmission mode allows the transmitter and receiver to
operate simultaneously in the same frequency band, assists coverage expansion, and extends
network lifetime. This has attracted much research interest in recent years [28,29]. Because
of FD transmission mode, spectral efficiency (SE) in future communication systems can be
boosted more efficiently than in half-duplex (HD) mode. FD mode is also regarded as an
ideal mechanism for improving data rate in order to satisfy the requirements of better trans-
mission rates.

Following that, FD mode tends to bring more benefits than HD mode in terms of coping
with self-interference (SI). In [30], the authors evaluated the impact of SI despite several dis-
advantages discussed in [30]. It is, in fact, intractable and approximations are required
because the noise floor increases as a result of the interfering signal. In the SI model dis-
cussed in [31], higher transmit power helps obtain better SI cancellation and SI channel esti-
mation. Despite the perfect SI cancellation in order to achieve an upper bound for FD mode
performance, it was considered unfeasible [32].

The use of EH transmitters in multihop scenario has also been addressed in many works
[33�35]. In [34], EH transmitters must harvest the available energy at any time. In [35], a HD
relaying channel using DF protocol was considered, in which two delay constraints were pro-
posed, namely delay-constrained and no-delay-constrained traffic. The study in [36] focused
on promising FD methods, such as SI cancellation solutions, which were categorized into
passive suppression, analog cancellation, and digital cancellation. Recently, SE loss has been
overcome with the help of FD transmission mode by allowing users to exchange information
in the same frequency band [37,38].
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However, power allocation regarding opportunistic EH-assisted relay schemes has not
been studied thoroughly in any previous works; therefore power supply policies will concen-
trate on DF FD RNs.

11.2.2 Scenario 2: The impact of channel state information
using HTPSR protocol

The presence of imperfect channel state information (CSI) in wireless communication sys-
tems has attracted much research interest [39�43]. In particular, the authors in [39] studied
a transmit power allocation policy for hybrid EH relay networks with channel and energy
state uncertainties in order to optimize throughput performance. In [40], the performance of
an RN under the impact of imperfect CSI was investigated. Fault-tolerant schemes were also
analyzed in the presence of imperfect CSI [41]. In [42], a joint optimization problem was
studied in relay selection (RS), subcarrier assignment, and PS ratio.

Although the closed-form expression for OP of two-way FD RNs with a residual SI was
obtained [43], EH was not deeply studied in the work. In [44], the impact of CSI at S together
with opportunistic regenerative relaying in order to guarantee quality of service (QoS) was
studied in a CRN. However, ergodic capacity was not previously discussed concerning PS
and TS protocols.

In our work, the end-to-end signal-to-noise ratio (SNR), ergodic capacity, Bit error rate (BER),
and the throughput performance in the presence of imperfect CSI was studied. We attempted to
optimize TS and PS ratios in HPTSR protocol and compared AF and DF schemes.

11.2.3 Scenario 3: The impact of hardware impairments on cognitive
D2D communication

Ideal transceiver hardware is often assumed at all nodes despite the transceiver hardware
not always being ideal because of certain issues such as phase noise, I/Q imbalance, and
amplifier nonlinearities [45]. The capacity, throughput, and symbol error rate in the presence
of hardware impairments (HWIs) were analyzed in [46]. The design for linear precoding and
decoding for a two-way RN was studied in [47], examining the impact of both HWIs and CSI.

The impact of HWIs has been addressed in several works. An FD relay in a typical device-
to-device (D2D) RN suffering from HWIs was closely studied in [48]. The work in [49] studied
the OP of multirelay DF RNs with HWIs, in which RF-EH was fully deployed to support the
transceivers.

Previous studies in [9,50�52] mainly focused on the presence of HWIs on particular
nodes. In [50] and [51], the impact of HWIs in AF using TSR and PSR protocols was exam-
ined, while we worked on DF scheme using TSR protocol in [52]. However, the impact of
HWIs in multihop D2D communications has little interest.

To overcome this situation, we derived closed-form expressions for the average EE and
SE in order to improve understanding about energy consumption in cases with HWIs at all
nodes. We also compared the performance of AF and DF schemes and optimized TS and PS
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ratios by applying a genetic algorithm (GA). However, the most important focus of this chap-
ter was to optimize the successful transmission probability (STP).

11.3 Performance analysis
11.3.1 Scenario 1: Wireless power transfer constraint policies

In Fig. 11�7, R is deployed to assist S and D in communicating with each other, assuming
that S and D are equipped with a single antenna, except R, which has two antennas. The
channel coefficients of S-R link, R-D link, and the residual SI are denoted as h, g, and f,
respectively. Next, the channel power gains of |h|2, |g|2, and |f|2 are exponentially distributed
random variables (RVs) with means Ωh 5 d2m

S R , Ωg 5 d2m
R D, and Ωf 5 d2m

LI , respectively. The
distances between S and R and R and D are represented as dSR and dRD, respectively, while
the distance between two antennas at R is denoted as dLI. The additive white Gaussian noise
(AWGN) is denoted as N0, with variance σ2. The path-loss exponent is m.

Because SWIPT is deployed at R, it leads to residual SI, | f |2, despite any applied SI can-
cellation techniques. To this point, let us consider OP denoted as Pout, which is an outage
event occurring if the given target rate is higher than the predefined data rate.

11.3.1.1 Separated power mode
Because of an optimal power constraint such as the proposed separated power (SP) mode,
we can easily optimize the instantaneous rate and the transmit powers, P�

S and P�
R in [53].

Proposition 1 The analysis of OP for SP can be achieved from the expression

OPS Pðγ0Þ5 12
PSΩh

PSΩh 1PRΩf γ0
exp 2

σ2γ0
PRΩg

� �
; (11.4)

FIGURE 11–7 The system model for EH FD RNs.
Here, TSR protocol is deployed to study EH with T being the time block for IT. In particular, IT accounts for αT in
the first phase, while the remaining portion, (1 2 α)T is for IT in the second phase. Note that PS and PR denote the
transmit powers at S and R, respectively.
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where the SNR threshold is defined as γ0 5 2R0 2 1 with a fixed source transmission rate R0

(bps/Hz), and the average optimal transmit power at R is expressed as

P
�
R 5min P

�
S;

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
σ2Ωh=ΩgΩf

p� 	
:

Therefore, the expression for asymptotic OP using FD protocol with ðΩf ! 0Þ is upper-
bounded as

OPS P
Upperðγ0Þ � 12 exp 2

σ2γ0
PRΩg

� �
: (11.5)

11.3.1.2 Harvested power-assisted relay
This harvested power (HP) policy follows the mechanism of EH, in which energy is harvested
from RF signals because of the lack of a fixed power supply (i.e., batteries).

As a result, HP results in the received signal at R calculated as [54]
PR 5Eh=ð12αÞT 5 ηαð12αÞ21PSjhj2.

Despite the suitable choice of αopt and knowing that its impact on the instantaneous rate
leads to more energy harvested at S and R, the throughput performance is poor at D. We
therefore optimize the TS coefficient as

αopt 5
2ηPS

σ2ΩhΩfffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
11PS

σ2
ΩhΩf

Ωg
21

q
 �11

2
64

3
75
21

(11.6)

Proposition 2 The expression for OP in HP mode can be given as [53]

OPHPðγ0Þ5 12 2σ2 12 exp 2
ð12αÞ
ηαγ0Ωf

� �� � ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
γ0ð12αÞ
ηαPSΩhΩg

s
K1 2σ2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
γ0ð12αÞ
ηαPSΩhΩg

s !
; (11.7)

where the modified Bessel function of the second kind with order n is denoted by Kn.
However, the approximation of xK1 (x) � 1 with respect to (x ! 0). If the high-power

regime (PS!N) is used, the asymptotic OP for HP mode is expressed as

OPHP
Upperðγ0Þ � exp 2

ð12αÞ
ηαγ0Ωf

� �
: (11.8)

11.3.2 Scenario 2: The impact of channel state information using HTPSR
protocol

In Fig. 11�8, ~h1 and ~h2 are shown as the dual-hop communication between S, R, and D in a
block time denoted as T. Communication between S and R in the first hop lasts αT, which
involves EH and IT, while IT accounts for (1 2 α)T to conduct IT in the second hop. In our
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proposed HTPSR protocol, α and β are the TS and PS ratios in which α A (0, 1) and β A
(0, 1). In particular, βPS is used in the energy transfer from S to R, while the IT from S to R
accounts for (1 2 β)PS, where PS is the source transmit power. The received power PR in
the second hop is given as PR 5ϕPSðjh1j2 1ΩΔh1 Þl2m

1 , where ϕ5 ηαβð12αÞ21.
In the first hop, the fading channel, ~h1 is calculated as in [39], ~h1 5 h1 1Δh1. Similarly,

the fading channel ~h2 in the second hop is ~h2 5 h2 1Δh2, where h1, h2 and Δh1, Δh2 are
channel errors (CEs) and channel estimation errors (CEEs), respectively. CSCG RVs are
denoted by h1BCNð0;Ωh1 Þ, h2BCNð0;Ωh2Þ, and Δh1BCNð0;ΩΔh1Þ, Δh2BCNð0;ΩΔh2Þ,
respectively, where ΩΔh1 5Ω ~h1

2Ωh1 , and ΩΔh2 5Ω ~h2
2Ωh2 .

Next, the instantaneous rate and throughput for HD with imperfect CSI are examined.
Both AF and DF schemes for perfect and imperfect CSI are also considered.

11.3.2.1 Calculation of the signal-to-noise ratio
Let us examine the instantaneous rate for the two schemes, beginning with the AF scheme.

11.3.2.1.1 Amplify-and-forward relaying
Here, the end-to-end SNR at D is given by

yAF 5
jh1j2jh2j2

jh2j2W1 1 jh1j2W2 1W3
; (11.9)

where W1 5ΩΔh1 1
N0

ð12 βÞl2m1 PS
, W2 5ΩΔh2 , and W3 5ΩΔh2ΩΔh1 1

ΩΔh2N0

ð12 βÞl2m1 PS
1

lm1 l
m
2 N0

ϕPS
:

11.3.2.1.2 Decode-and-forward relaying
Next, the received SNRs at R and D in terms of the DF scheme can be calculated by

γR 5
ð12βÞPSjh1j2

ð12βÞPSΩΔh1 1 lm1 N0
; (11.10a)

FIGURE 11–8 The system model.
We assume that Rayleigh fading impacts all nodes that are independent and identically distributed (i.i.d) from one
block to another. However, the fading channel denoted as the zero mean circularly symmetric complex Gaussian
(CSCG) RV is distributed by ~h1BCNð0;Ω ~h1

Þ, ~h2BCNð0;Ω ~h2
Þ. The distances between S ! R and R ! D are l1 and l2,

respectively.
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γD 5
jh1j2jh2j2

ðjh2j2Z1 1 jh1j2Z2 1Z3Þ
; (11.10b)

where Z1 5ΩΔh1 , Z2 5ΩΔh2 , and Z3 5ΩΔh1ΩΔh2 1
lm1 l

m
2

ϕPS
N0.

Therefore, the end-to-end SNR γDF can be given as γDF5min (γR, γD), where γR and γD
follow from Eqs. (11.10a) and (11.10b).

Remark 1 The appropriate choice of α and β helps the system achieve an instantaneous
rate. The deployment of the Bessel functions is useful for obtaining the closed-form expres-
sion for ergodic capacity together with the optimal TS and PS ratios. However, this optimiza-
tion problem can be numerically solved by studying several variables, that is, PS, noise terms
and CEEs. This optimization problem is subsequently examined in the following section.

11.3.2.2 Delay-limited throughput
11.3.2.2.1 Amplify-and-forward relaying
The OP for the AF scheme using HTPSR can be expressed as in [55] by

OPAF � 12 ðAAFÞ21BAF 3K1ðBAFÞ; (11.11)

where AAF 5 exp γ0 W1
Ωh2

1 W2
Ωh1


 �
 �
and BAF 5 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
γ0ðW3 1 γ0W1W2ÞðΩh1Ωh2Þ21

q
. Now, we

investigate OP in the DF scheme.

11.3.2.2.2 Decode-and-forward relaying
The OP for the DF scheme can be calculated by [55]

OPDFðγ0Þ � 12 exp 2
ψγ0
Ωh1

� �
3 ðADF Þ21BDF 3K1ðBDF Þ; (11.12)

where ψ5ΩΔh1 1
lm1 N0

ð12 βÞPS
, ADF 5 exp γ0

Z1
Ωh2

1 Z2
Ωh1


 �
 �
, and BDF 5 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
γ0ðΩh1Z3 1 γ0Z1Z2Þ

Ωh1Ωh2

q
.

11.3.2.2.3 Throughput analysis
Regarding the delay-limited throughput, τdl is defined as the effective communication time
(1 2 α)T leading to the given fixed transmission rate R0. Therefore, knowing OP, the general
expression for throughput for both transmission schemes is defined as

τdli 5
iAfAF ;DFg

R0ð12OPiÞð12αÞ: (11.13)

11.3.2.3 Delay-tolerant transmission
In the delay-tolerant transmission mode, the code length is larger than the block time; there-
fore the code length sees all the possible realizations of the channel during a code-word
transmission and average channel conditions. The ergodic capacity can then be derived at
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an equal rate to the ergodic capacity [56]. The expressions for ergodic capacity for the AF
and DF schemes are derived in the following sections.

11.3.2.3.1 Amplify-and-forward relaying
Proposition 3 The closed-form expression for ergodic capacity is obtained as [57]

CAF � 1

ln2

ðN
x50

BAF ðxÞ3K1ðBAF ðxÞÞ
ð11 xÞAAF ðxÞ

dx; (11.14)

where AAF ðxÞ5 exp x W1
Ωh2

1 W2
Ωh1


 �
 �
and BAF ðxÞ5 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xðW3 1 xW1W2Þ

Ωh1Ωh2

q
.

11.3.2.3.2 Decode-and-forward relaying
Proposition 4 Similarly, the ergodic capacity for DF mode is depicted by [57]

CDF � 1

ln2

ðN
x50

exp 2 ψγ0
Ωh1


 �
BDF ðxÞ3K1ðBDF ðxÞÞ

ð11 xÞADF ðxÞ
dx; (11.15)

where ADF ðxÞ5 exp x Z1
Ωh2

1 Z2
Ωh1


 �
 �
and BDF ðxÞ5 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xðΩh1Z3 1 xZ1Z2Þ

Ωh1Ωh2

q
.

11.3.2.3.3 Throughput analysis
Knowing the ergodic capacity, the throughput at D is expressed as

τdti 5
iAfAF ;DFg

ð12αÞT
T

Ci 5 ð12αÞCi: (11.16)

11.3.2.4 BER consideration
In this section, the BER at D can be given knowing OP in [58] as BER5 E aQ

ffiffiffiffiffiffiffiffi
2bγ

p� �� �
, where

the Gaussian Q-Function is denoted as Q(.) defined as QðxÞ5 1ffiffiffiffi
2π

p
ÐN
x e2

t2
2dt, and the modula-

tion formats are defined for binary-phase shift keying (BPSK) and quadrature phase shift
keying (QPSK) as (a, b)5 (1, 2) and (a, b)5 (1, 1), respectively. As a result, the distribution
function of γ is considered before the BER performance can be evaluated. It follows that the
expression for BER is given by

BERiAfAF ;DFg 5
a
ffiffiffi
b

p

2
ffiffiffi
π

p
ðN
0

e2bγffiffiffi
γ

p Fγi ðγÞdγ; (11.17)

where Fγi ðγÞ5OPiðγÞ for the AF or DF protocol.

11.3.2.5 Optimization problems
In this section, the joint optimization problem of both TS and PS ratios for the AF and DF
schemes is examined. Let us first look at AF.
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11.3.2.5.1 Amplify-and-forward relaying
Here, the OP is given as

maxα;β RiAfAF ;DFg
subject to α;βAð0; 1Þ: (11.18)

Because the above expressions are challenging to solve, it is hard to obtain a closed-form,
and the optimal instantaneous rate is a biconvex function of α and β. The complex function
above can therefore be numerically evaluated using the NSolve building function of the
Mathematica software and will be presented as numerical results.

11.3.2.6 Decode-and-forward relaying
Following from Eqs. (11.10a) and (11.10b), the received SNRs can be rewritten as

γR 5
1

ω1 1
ω2

ð12βÞ
; (11.19a)

γD 5
1

ω3 1
ð12αÞ
αβ ω4

; (11.19b)

where ω1 5
ΩΔh1

jh1j2 , ω2 5
lm1 N0

PS jh1j2, ω4 5
lm1 l

m
2 N0

2ηPS jh1j2h2j2, and ω3 5
ΩΔh1

jh1j2 1
ΩΔh2

jh2j2 1
ΩΔh1ΩΔh2

jh1j2jh2j2 .

The optimal αopt, βopt can be obtained by solving the following optimization:

maxRDF 5 arg maxγDF ðα;βÞ; (11.20)

where it is subject to 0,α , 1, 0 , β , 1.
The optimal values of the above problem are represented as γR5 γD. It follows that

α ω1 1
ω2

ð12βÞ 2ω3

� �
β1ω4


 �
5ω4: (11.21)

Now, we set the fixed value for β so that αopt can be obtained as

αopt 5
ω4

ω1 1
ω2

ð12 βÞ 2ω3


 �
β1ω4

h i : (11.22)

Otherwise, as α is fixed, βopt is expressed as

βopt 5
2 b1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b22 4ac

p

2a
; (11.23)

where b5 (αω1 1 αω2 2 αω3 1 (1 2 α)ω4), c5 (α 2 1)ω4, and a5α (ω3 2 ω1).
Eventually, the optimal values for TS and PS are achieved.
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11.3.3 Scenario 3: The impact of hardware impairments on cognitive
D2D communication

Fig. 11�9 shows a cognitive D2D communication in a typical cellular network with two com-
munication modes. Mode A is a multihop D2D communication, and Mode B is a single-hop
peer-to-peer (P2P) communication. Two PU devices (i.e., UE1 and UE2) in Mode A commu-
nicate with each other via R. Meanwhile, direct communication between UE2 and UE3 is
achieved in Mode B. The HD R can also transfer secondary information to UE3.

The communication model in Mode A comprises two phases. UE1 transmits the informa-
tion to R in phase 1, in which harvested energy is used to forward the signals to both UE2
and UE3 in phase 2. Subsequently, UE3 can also receive signals to cancel the interference in
phase 2. By contrast, UE2 and UE3 exchange information in two time slots in Mode B.

The maximum threshold of the transmit power and circuit power for UEs denoted as EDi
and ECi, where i5 1, 2, 3, are assumed to be the same. For simplicity, EDi5ED and ECi5EC.
Note that the transmit power of R is denoted as ER, and n0 is the AWGN with mean
power N0.

The path-loss model denoted as PLk is defined by PLk 5 1=φrmk , where m is the path-loss
exponent, and the path-loss constant is represented by φ as in [18]. All channel gains
between the two nodes are modeled as Rayleigh fading channels with free-space propagation
path loss. In terms of the channel gain coefficient, we have |hk|

25 |k|2 PLk, where k is the
complex Gaussian distributed RVs to model fading phenomena with zero mean and var-
iances Ωk B CN (0, 1).

For this work, we once again deploy HTPSR with T being the time block, where the por-
tion α1T is used for EH at R with ED. Note that the transmitted signals to R from UE1
are divided into two parts. In particular, α2T, βED is used for EH at R, while IT accounts for

FIGURE 11–9 System model.
The channel gains of the links from UE1 to R and R to UE2, UE3 are represented as hX, hY, hZ, while the channel gain
for peer-to-peer communication is hW. The distances for the aforementioned links are rk, where k A {X, Y, Z, W}.
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(1 2 β)ED. The remaining time (T 2 α1T 2 α2T) is then used for IT from R to UE2, and
UE3 with the power allocation denoted as λ and (1 2 λ), respectively. As mentioned previ-
ously, the PSR protocol is a special case of HTPSR, where α15 0 and α25 0.5, while the TSR
protocol is the same when β5 0 and α25 0.5 3 (1 2 α1).

We assume that the impact of HWIs is available at all nodes [59], and the practical trans-
ceiver impairments at UEs is therefore represented as x in the a ! b link while the HWIs
degrade system performance during the reception phase. HIa and HIb are denoted as the
aggregate distortions degrading the a ! b link with zero mean variance HIa B CN
(0, κa|h|

2ED) and HIb B CN (0, κb|h|
2 ED), respectively, and κa and κb are the levels of HWIs

at HIa and HIb, respectively. The received signal in this case can therefore be expressed as

yb 5
ffiffiffiffiffiffi
ED

p
hx 1HIab 1n0, where the channel gain for the a ! b link is h, and the aggregate

distortion at the receiver b is HIab with aggregate distortion power HIab B CN (0, κ|h|2 ED),

and k9ka 1 kb being the aggregate impairment level during the information processing
phase. Hence, the distortion noise stemming from HWIs at R is represented by HI1 with
variance HI1 B CN (0, κEDPLX|X|

2), while the corresponding distortion noise caused by
HWIs at UE2, UE3 are denoted by HI2 and HI3 with variance HI2 B CN (0, κλER|Y|

2 PLY) and
HI3 B CN (0, κ(1 2 λ)ER|Z|

2PLZ), respectively.

11.3.3.1 End-to-end signal-to-noise-plus-distortion ratio
In this part, the end-to-end signal-to-noise-plus-distortion ratio (SNDR) is investigated, γ,
where γ5Efjsignalj2g=Efjoverall noisej2g for the AF and DF schemes. The AF scheme is
examined first.

11.3.3.1.1 Amplify-and-forward relaying
The end-to-end SNDR at UE2 is examined when UE2 treats the signal as interference and
later decodes the primary information as [60]

γAF1 5
τ1;ajX j2jY j2

τ1;bjX j2jY j2 1 τ1;cjY j2 1 τ0
; (11.24)

where δ15κλ 1 κλ (1 2 β 1 κ) 1 (1 2 λ) (1 2 β 1 κ), τ0 5
ð12 β1 kÞð12α1 2 a2Þ

ηðα1 1 a2βÞ ,

τ1;a 5 ED
N0
ð12βÞλPLXPLY , τ1;b 5 ED

N0
δ1PLXPLY , and τ1,c5λPLY.

Similarly, the end-to-end SNDR at UE3 when UE3 treats the signal as interference and
later decodes the secondary information can be given as

γAF2 5
τ2;ajX j2jZj2

τ2;bjX j2jZj2 1 τ2;cjZj2 1 τ0
; (11.25)

where δ25 κλ 1 κ (1 2 λ) (1 2 β 1 κ) 1 λ (1 2 β 2 κ) 1 κ, τ0 in the above expres-

sion, τ2;a 5 ED
N0
ð12 βÞð12λÞPLXPLZ , τ2;b 5 ED

N0
δ2LXPLZ , and τ2;c 5λPLZ
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Remark 2

• Note that the power allocation λ is principally important because of the need to balance
the received information at UE2 and UE3. Therefore, in order to maintain the quality of
UE2 at an acceptable level, as λ increases, the amount of signal received at UE3
decreases.

• The end-to-end SNDR at UE2 is obtained to satisfy QoS. In particular, when secondary
signals are treated as interference, the desired expression can be easily derived from
Eq. (11.24). If ED ! N and all parameters are fixed, then limED!Nγ

AF
1 5λ=ð12λÞ.

Nevertheless, because of the achieved end-to-end SNDR at UE3 (Eq. 11.25), the primary
signals are considered interference.

• If ED ! N, then limED!Nγ
AF
2 5 ð12λÞ=λ. Numerical results are given in order to explain

these phenomena.

11.3.3.1.2 Decode-and-forward relaying
Similarly, regarding the DF scheme, the end-to-end SNDR at both UE2 and UE3 can be

written as [60] γDFi 5 iAf1;2g minfγDFi;a ; γDFi;b g, where the instantaneous SNDR at R, UE2 and

UE3 can be calculated, respectively, as follows ψ0 5
ð12α1 2α2Þ
ηðα1 1α2βÞ , ψ1;a 5

ED
N0
λPLXPLY ,

ψ2;a 5
ED
N0
ð12λÞPLXPLZ , ψ1;b 5

ED
N0
ðkλ1 12λÞPLXPLY , ψ2;b 5

ED
N0
ðκð12λÞ1λÞPLXPLZ , and

γDF1;a 5 γDF2;a 5
ð12 βÞEDN0PLX jX j

2

11κEDΩ0PLX jX j
2 , γDF1;b 5

ψ1;ajX j2jY j2
ψ1;bjX j2jY j2 1ψ0

, and γDF2;b 5
ψ2;ajX j2jZj2

ψ2;bjX j2jZj2 1ψ0
.

11.3.3.1.3 Peer-to-peer communication
In this section, the SNDR under the impact of HWIs in P2P communication is given as

γPP3 5

ED
Ω0
PLW jW j2

11κ ED
Ω0
PLW jW j2 : (11.26)

11.3.3.2 Successful transmission probability
In principle, the STP is considered the probability of the receiver being able to receive pack-
ets in a time slot successfully. In terms of the STP in P2P communication, packets are suc-
cessfully received if the SNDR is higher than its threshold ΓD, Pr(γ $ ΓD). Therefore, UE2
and UE3 will receive negative feedback, and the packets will be allocated first in the queue
for retransmission. The STP in this communication is given as

PrðγPP3 $ΓDÞ5Pr

ED

Ω0
PLW jW j2

11κ
ED

Ω0
PLW jW j2

$ΓD

0
BBBB@

1
CCCCA

5 e
2

Ω0ΓD
ΩWEDPLW ð12κΓDÞ

(11.27)
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The STP in D2D communication with large-scale path loss and small-scale Rayleigh fad-
ing at UE2 and UE3 in the AF and DF schemes will be examined in the next proposition.

Proposition 5 The STP at UE2 and UE3 in the AF scheme [60]
• when ΓD $ τi,a/τi,b can be calculated as

Pr γAFi $ΓD

� �
5

iAf1;2g
1; (11.28)

• or when ΓD , τi,a/τi,b as

Pr γAFi $ΓD

� �
5

iAf1;2g
2e2ωAF

i

ffiffiffiffiffiffiffiffi
ϑAF
i

q
K1 2

ffiffiffiffiffiffiffiffi
ϑAF
i

q� �
; (11.29)

where ωAF
i 5

ΓDτi;c
ΩX ðτi;a 2ΓDτi;bÞ and ϑAF

i 5 ΓDτ0
ΩXΩY ðτi;a 2ΓDτi;bÞ.

Proposition 6 Similarly, the STP at UE2 and UE3 DF scheme [60] can be calculated as

Pr γDFi $ΓD

� �
5

iAf1;2g
2e2ωDF

i

ffiffiffiffiffiffiffiffi
ϑDF
i

q
K1 2

ffiffiffiffiffiffiffiffi
ϑDF
i

q� �
; (11.30)

where ωDF
i 5 ΓDΩ0

ΩXEDPLX ðð12 βÞ2ΓDκ Þ and ϑDF
i 5 ΓDψ0

ΩXΩZ ðψi;a 2ΓDψi;bÞ.

Remark 3 The joint optimization of TS and PS can help us achieve the optimal STP, which
is difficult to evaluate because of the Bessel function for maximum transmission power, dis-
tances, power allocation, and HWIs level. Being nonconvex, the above optimization problem
can be solved with a GA, which is discussed in next section.

11.3.3.3 Average energy efficiency and average spectral efficiency
In this section, the expressions for the average EE and SE are provided, in which EE is
defined as the average transmission rate per unit energy consumption. In order to achieve
an energy efficient system, both the transmission power and circuit power should be care-
fully examined [61].

Proposition 7 The expressions for the average EE and average SE in the AF scheme are
derived as [60]

eeAFi 5
B

2Esum

ðτi;a=τi;b
x50

ðMAF
i 1NAF

i Þlog2ð11 xÞdx; (11.31a)

and

seAFi 5
1

2

ðτi;a=τi;b
x50

ðMAF
i 1NAF

i Þlog2ð11 xÞdx; (11.31b)
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where MAF
i 5

2τi;ae
2ωAF

i ϑAF
i K0 2

ffiffiffiffiffiffi
ϑAF
i

p� �
xðτi;a 2Xτi;bÞ , NAF

i 5
2τi;aωAF

i e
2ωAF

i
ffiffiffiffiffiffi
ϑAF
i

p
K1 2

ffiffiffiffiffiffi
ϑAF
i

p� �
xðτi;a 2Xτi;bÞ , and the total power con-

sumption of Mode A is defined as Esum5 2ED1 2EC1ER.

The closed-form average EE and average SE in Mode A using the DF scheme are given as

eeDFi 5
B

2Esum

ðψi;a=ψi;b

x50
ðMDF

i 1NDF
i Þlog2ð11 xÞdx; (11.32a)

and

seDFi 5
1

2

ðψi;a=ψi;b

x50
ðMDF

i 1NDF
i Þlog2ð11 xÞdx; (11.32b)

where MDF
i 5

2ψi;ae
2ωAF

i ϑAF
i K0 2

ffiffiffiffiffiffi
ϑDF
i

p� �
xðψi;a 2Xψi;bÞ and NDF

i 5
2ð12 βÞωDF

i e
2ωDF

i
ffiffiffiffiffiffi
ϑDF
i

p
K1 2

ffiffiffiffiffiffi
ϑDF
i

p� �
xðψi;a 2Xψi;bÞ .

When ΓD , 1/κ and the sum of the transmit power and the circuit power is defined as
Psum5 2ED 1 2EC, the expressions for both average EE and average SE in P2P communica-
tion are

eePP3 5
B

Psumln2

ð1=κ
x50

e2
Ω0x

ΩW EDPLW ð12κxÞð11xÞ21dx; (11.33a)

and

sePP3 5
1

ln2

ð1=κ
x50

e2
Ω0x

ΩW EDPLW ð12κxÞð11xÞ21dx: (11.33b)

11.3.3.4 Optimization problem
The joint optimization of TS and PS is solved by optimizing the STP, which is first generally
expressed as

max
α1 ;α2 ;β

2e2ωj
i

ffiffiffiffiffi
ϑj
i

q
K1 2

ffiffiffiffiffi
ϑj
i

q� �� �
; (11.34)

which is subject to α1, α2, β A (0, 1], and ωj
i, ϑ

j
i are already defined.

As mentioned above, the expression (11.34) is a nonconvex function, and a GA is applied
to obtain the optimal values of TS and PS, explained in detail as follows:

Definition 1 The generation of a random population is defined as a set of chromosomes
comprising a group of genes, and it is assumed to contain the optimal values for the consid-
ered variables [62]. Since the chromosome is against an objective function, the fitness of
each one is determined. Only the best chromosomes can exchange information
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(via crossover or mutation) to produce offspring chromosomes so that simulations for the
natural survival of the fittest process can be provided. If the offspring solutions are more fea-
sible than weak population members, they are investigated and used for population evolu-
tion. The process continues for many generations in order to find a best-fit (near-optimum)
solution. The parameters such as the number of generations, population size, crossover rate,
and mutation rate affect the performance of GAs [63,64].

TS and PS denoted as α and β are considered genes. A chromosome is created by com-
bining α and β. To obtain each chromosome’s fitness, an objective function in Eq. (11.34) is
used. Hmax denotes the optimal solution of the tth generation, and the predefined precision
with the GA constraint tolerance is denoted by E. As a result, the use of GA optimization
helps us achieve the joint optimal TS and PS ratios in order to guarantee the best STP [60].

11.4 Numerical results
11.4.1 Scenario 1: Wireless power transfer constraint policies

In scenario 1, simulations are provided to prove the correctness of the numerical results. For
simplicity, all the primary parameters and default values are listed in Table 11�1.

Figs. 11�10 and 11�11 show the throughput in the first hop with γS R 5 γRD. We can see
that α5 0.5 is dedicated to SP mode, while the optimal TS ratio αopt is used in HP mode.

Figs. 11�12 and 11�13 show the optimal throughput performance in both delay-limited
and delay-tolerant transmission modes obtained with the optimal TS ratio in HP mode under
different impacts of SI γLI 5 5 dB or γLI 5 10 dB and αopt.

In the considered protocol, throughput increases as α climbs from 0 to the optimal value
α5 0.1, resulting in the better system performance than in SP mode with α5 0.5. When α is
less than the optimal value of αopt, more time is consumed for EH. We can clearly see that SI
compromises the throughput performance at any time. However, in both transmission
modes, a suitable choice of α for HP can lead to better throughput performance regardless
of the impact of SI.

Table 11–1 Main simulation parameters.

Parameters Values

Transmission fixed rate, R0 2 (bps/Hz)
Transmit power at S, PS 1 (Joules/s)
EH efficiency, η 0.5
Bandwidth, B 1
Noise variances for all nodes, σ2 1/2
SNRs S-R γS R 5Ωh

SNRs R-D γS R 5Ωg

SNRs SI γLI 5Ωf
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FIGURE 11–10 Theory and simulation results of throughput in delay-limited mode. Throughput versus γS R under
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The delay-limited throughput of HP mode in Fig. 11�14 reaches its optimal value, which
then drops slightly. The highest throughput performance can be achieved regardless of the
increase in the transmit power at S and the tight upper bound. However, we see fluctuations
in throughput performance with different SNR thresholds. Therefore, with a suitable SNR
level, R can satisfy proper applications for wireless communications.

Fig. 11�15 shows the throughput performance in the presence of SI. Throughput falls as
SI rises when the upper bound of SP approaches 0. Because of both predefined SNR thresh-
olds, that is, 0 and 2 dB, throughput performance is degraded.

Fig. 11�16 shows the transmission rate in terms of the optimal TS. It is clear that only a
small amount of energy is harvested to assist communication in SP mode so that the trans-
mission rate remains stable. By contrast, a higher transmission rate is seen in HP mode as a
result of the EH capacity and energy storage deployed at R.

11.4.2 Scenario 2: The impact of channel state information using HTPSR
protocol

For this scenario, all parameters and default values for the simulation results are summa-
rized in Table 11�2.

Figs. 11�17 and 11�18 show the OP with perfect CSI and imperfect CSI in the AF
scheme, which outperforms the DF scheme. More precisely, as α and β vary between 0 and
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0.9, dramatic decreases in the OP of AF and DF can be seen, especially when α is around
0.9. Unlike TS, OP declines as β varies between 0 and 0.7, as shown in Fig. 11�18. Because
more energy is harvested at R, the system enjoys better outage performance. However, worse
OP arises from an increase of PS because of less power for information processing, and the
performance gap between imperfect CSI and perfect CSI is clear at approximately α5 0.9
and β5 0.7 because of CEEs. The instantaneous rate of imperfect CSI and perfect CSI is
depicted in Fig. 11�19 for the two schemes with different values of SNR. Here, only imper-
fect CSI is discussed, and a comparison between PSR, TSR, and HTPSR is given to help us
discover that TSR outperforms the other two. This performance depends on the

Table 11–2 Main simulation parameters.

Parameters Values

Transmission fixed rate, R0 3 (bps/Hz)
Transmit power at S, PS 1 (Joules/s)
EH efficiency, η 1
Noise variances for all nodes, ΩΔh1 5ΩΔh2 0.03
PS ratios, β 0.3
TS ratios, α 0.3
Path-loss exponent, m 2.7
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FIGURE 11–17 OP of the perfect and imperfect CSI for AF and DF RNs for α.
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instantaneous values of the channel because of the transmit power at S, and SNR intends to
supply the EH circuit at the relay node in the TSR protocol, while a small fraction of this
power is used for HTPSR. Furthermore, as SNR increases, the system throughput with imper-
fect CSI rises.

Figs. 11�20 and 11�21 show the BER of AF and DF RNs. As PS rises from 0 Δh to 30, QPSK
is better than BPSK in both AF and DF. However, σ2

Δh2
increases as the BER performance in the

presence of imperfect CSI falls. Both the AF and DF schemes see the same tendency.
Fig. 11�22 illustrates the instantaneous rate as a function of the transmit power at S. The

instantaneous rate is better with optimal α and β. It is clear that as PS climbs from 0 to 0.6, the
instantaneous rate increases considerably. It then sees only a gradual increase from 0.6 to 1.

Fig. 11�23 shows the OP in the presence of imperfect CSI, which is compared in three
cases, that is, AF, DF, and the optimal power allocation (OPA) proposed in [65]. Here, the
CCEs are set to 0.001, η5 0.9, α 2 0.3, β5 0.5, and the number of relays is set to K5 1. It is
evident that outage performance of HTPSR is better than that in the OPA scheme.

11.4.3 Scenario 3: The impact of hardware impairments on cognitive
D2D communication

For this scenario, all the primary parameters and default values are listed in Table 11�3,
which are used when UE1, R, and UE2 are placed at (0, 0), (0.5, 0), and (1, 0) on the XY
plane, respectively, while UE3 is located at (1, 0.5).
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Figs. 11�24 and 11�25 show STP as a function of the maximum transmission ED at UE2
and UE3, respectively. In this situation, we compare AF and DF using HTPSR and TSR, which
indicates that more ED contributes to better STP and that the DF scheme outperforms the AF
scheme, in which HTPSR is better than TSR in terms of STP. UE2 without spectrum sharing
also performs better than UE3, for example, ED5 10 dB.
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FIGURE 11–23 Comparison between our model and recent work.

Table 11–3 Main simulation parameters.

Parameters Values

Circuit power at UEi, EC 100 (W)
Channel bandwidth, B 10 (MHz)
Path loss for all links in the system, PLk, k A [X, Y, Z, W] in Ref. [66] (148 1 40log10 (rk))

21 (dB)
Thermal noise density, N0 2 174 (dBm/Hz)
Energy conversion efficiency, η 1
TS and PS ratios, α15α25β 0.1
Power allocation, λ 0.7
Hardware impairments level, κ 0.15
SNDR threshold at UE2, ΓD 3 (dB)
SNDR threshold at UE3, ΓD 1 (dB)
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Figs. 11�26 and 11�27 show STP for AF and DF and indicate that when the HWIs level κ
rises, STP is compromised. In this case, STP in the AF scheme drops considerably when
ED5 5 dB.

Figs. 11�28 and 11�29 chart the average EE and average SE at UE2 as a function of ED
(W). Here, the average EE rises as ED increases before dropping as ED approaches approxi-
mately 0.2. Since ED rises, Esum increases, while the average SE is linear. In Fig. 11�28, when
two values of HWIs are considered, that is, κ5 0.15 and κ5 0.3, the average EE is ruined.
However, the placement of R in Case 1 at (0.5, 0) and Case 2 at (0.3, 0), as shown in
Fig. 11�29, indicates that Case 2 enjoys better SE as a result of the close distance between
UE2 and R. Similarly, the average EE at UE3 falls as ED rises, as shown in Figs. 11�30 and
11�31, as the average SE rises. Note that the performance gap between Case 1 and Case 2 is
clear when R and UE3 are placed closely together.

Fig. 11�32 shows the average EE and average SE as functions of ED in P2P communica-
tion when the distance between UE2 and UE3 is set to 5 km. Fig. 11�33 compares two cases
of the distance between two nodes, Case 1 being at 5 km and Case 2 at 10 km, respectively.
It is clear that the EE first increases along with SE.

After achieving the highest level (κ5 0.15 and κ5 0.3), it drops when the average SE
increases. When κ5 0.15, SE is not affected much by HWIs and drastically increases com-
pared to when κ5 0.3.

Figs. 11�34 and 11�35 show different TS and PS ratios for UE2 and UE3 under the
impact of HWIs. The STP in the case of HTPSR achieves its optimal values when the joint
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optimal values of TS and PS vary between 0 and 0.7 and 0 and 0.4, respectively, with
ED5 10 dB and κ5 0.15.

In Section 11.3.3.4, the joint optimization of TS and PS was already discussed, so the
number of generations, constraint tolerance, and mutation probability were set as N5 100,
E5 1025 and pm5 0.05, respectively, in order to simulate the results shown in Figs. 11�36
and 11�37. Comparing the fixed values of TS and PS ratios with α15α25β5 0.1 at UE2
and UE3 in the AF and DF schemes, upward trends for all curves as ED increases can be
observed as a result of the higher ED. The performance gain of the jointly optimized TS and
PS also achieves maximum value when ED approaches approximately 25 dB.

11.5 Summary
Regarding power supply policies, the results show that appropriate optimal TS in HP mode
can help R consume less energy than in SP mode. Acceptable outage performance can also
be achieved with both HP and SP. Most importantly, the impact of SI, TS ratio and transmit
power on system throughput was examined thoroughly.

For the impact of CSI using HTPSR protocol, the effect of imperfect CSI on a system of
AF and DF RNs was investigated, in which analytical expressions of achievable throughput,
ergodic capacity, and EE for both schemes were achieved. The numerical analysis showed
that a DF system in the presence of various parameters outperforms an AF system.
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In the final section, the impact of HWIs on the cognitive EH D2D communication under-
laying cellular network was investigated and closed-form expressions for STP, average EE,
and average SE were derived. Most importantly, the joint optimization problem of PS and TS
ratios was successfully solved with a GA. The simulation results compared the AF and DF
transmission scheme and showed that DF outperforms AF in every aspect. Despite HWIs,
the STP is still guaranteed.
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12.1 Introduction
The future landscape envisioned by the Internet of things (IoT) paradigm foresees a collection
of heterogeneous smart devices that interact on a collaborative basis to fulfill a common goal.
IoT-based massive machine-type-communications (mMTC) market category mainly incorpo-
rates smart wearables and sensor networks industrial vertical features. The number of devices
to be used in different service areas such as security, tracking and tracing, payment service,
health care, automatic control or remote control, metering, and consumer electronics is
exponentially increasing. Most of the sensor-like IoT devices are deployed with no access to a
main power source and entirely rely on battery power and must be able to operate autono-
mously for at least 10 years in the most extreme coverage situations assuming a 5-watt-hour
battery [1].

Wireless mobile networks have been employing discontinuous reception (DRX) to con-
serve the power of their end points since early releases. DRX allows an idle device to power
down its radio interface for a predefined period called DRX cycle instead of continuously lis-
tening to the radio channel. However, MTC requires more efficient power saving mechan-
isms to facilitate operation of low-cost and battery-constrained devices for years. Moreover,
IoT applications, for example, smart meters, require very sparse periods of device activity
(once a day/week/month).

The Third Generation Partnership Project (3GPP) study on MTC [2] introduced two
important solutions to optimize the device power consumption, namely power saving mode
(PSM) and enhanced discontinuous reception (eDRX). The later allows to configure much
longer inactivity period than that of a conventional DRX, while PSM is a new operation
mode.

From the network point of view, MTC traffic is either mobile-terminated (MT) or mobile-
originated (MO). Generally, IoT devices generate a sporadic light payload in the uplink (UL)
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direction and occasionally receive data in downlink (DL). Most of the time devices are inac-
tive; thus they may power down or even switch off their circuits in order to prevent battery
drain while no data communication is expected. PSM or deep sleep mode was specified both
for GSM and LTE and let a device turn off most of its circuits to conserve the battery and
reduce energy consumption level to a bare minimum. In the power saving state, the device
is unreachable for MT services. Unlike the idle state where a device still consumes some
energy to perform neighbor cell measurements and discontinuously listen for paging mes-
sages, energy consumption in PSM is hardly above 0 watt-hour. An important difference
between PSM and complete power-off state is that in PSM the device stays registered in the
network and maintains its connection configurations, so it does not need to attach to the
network after wake-up. This feature reduces the signaling overhead and optimizes the device
power consumption.

In IoT applications, mainly with MO traffic, network specifies time when devices should
wake up for data transmission and go back to sleep (idle), based on the application require-
ments for data reporting and network capabilities to support devices in sleep mode. The lon-
ger devices remain in sleep mode, the higher the energy saving. However, PSM may
introduce a long delay for MT traffic since data cannot be immediately delivered to devices
in sleep mode. Thus it does not well suit critical or latency-sensitive applications in which
end points should be informed in a timely manner by the radio access network (RAN) or
core network (CN) about upcoming data through the paging procedure. The right balance
between wake-up and sleep periods allows to improve device energy consumption without a
significant data latency degradation.

12.2 Power saving solutions for cellular Internet of Things
Any two-way communications between device and network is possible only when the device
keeps its UL timing synchronized with the network and has valid radio resource allocation for
signaling or data transmission, that is, when it is in the connected mode. A device establishes
a connection with the BS through the exchange of radio resource control (RRC) messages.
While in connected mode, devices can be individually addressed by their cell radio network
temporary identifier (C-RNTI) assigned by the BS, are available for signaling, and can transmit
or receive data. If all data packets have been successfully uploaded and the device does not
expect any further communication, it sends the RRC_connection Release or RRC_connection
Suspend message to inform the network about its intention to go to sleep. Alternatively, if no
signaling data arrives in DL for a certain time, the device reports a failure to decode control
information and is considered out of sync. If a device remains in out of sync condition for
200 ms, defined by N310 timer, it should get back UL synchronization within a time interval
specified by T310 timer. Otherwise, the device has to switch to the sleep mode.

As mentioned before, from 3GPP release 12, IoT devices can choose between two energy
saving options: DRX or eDRX in idle mode and PSM. All battery-constrained IoT devices
must support eDRX functionality, while PSM implementation is optional.
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Devices in idle mode are unreachable most of the time except for the periodic paging
occasions specified by RAN or CN. They discontinuously monitor physical downlink control
channel (PDCCH) for a specific paging RNTI (P-RNTI) in downlink control information
(DCI). If received P-RNTI does not address the device, it will remain in idle mode. All
devices that have been addressed by P-RNTI and successfully decoded the paging message
have to switch to connected mode.

Devices in PSM periodically wake up to deliver MO traffic or perform tracking area update
(TAU) procedure to confirm its registration in the cell. PSM cycle could take as long as the
maximum value of the TAU timer T3412. If an IoT device supports PSM and requires its acti-
vation, it should request active time for T3324 timer during which it can be reached for pag-
ing (i.e., the time in idle mode). Upon the expiration of active time, the device goes to deep
sleep. The description of each mode and transition triggers are summarized in Fig. 12�1.

When a device indicates the end of any data transmission, inactivity timer starts during
which the device keeps UL synchronization and monitors PDCCH for indication of upcoming
data schedule in DL direction or for system change information. Long-term evolution for
machines (LTE-M) and narrowband-Internet of things (NB-IoT) devices receive paging mes-
sages in direct indication information on LTE-M PDCCH (MPDCCH) and NB-IoT PDCCH
(NPDCCH), respectively. CN specifies the first subframe of MPDCCH or NPDCCH repetitions
for devices in coverage enhancement. If inactivity timer expires before any message arrives,
the device has to enter idle mode. Otherwise, after the reception of paging message, the
timer will be extended. This ensures that device will not go to sleep if the BS has a valid
schedule for an upcoming transmission. Frequent transitions between states negatively
impact battery life and increase the overhead; thus network could either let a device go to
sleep in case of delay-tolerant applications or keep it in connected mode periodically send-
ing paging messages.

12.2.1 Discontinuous reception

DRX mechanism defines how many PDCCH subframes device should monitor before the
DRX cycle. Paging occasion (PO) can be explicitly defined by a paging frame (PF) number in

FIGURE 12–1 Transition diagram between IoT-enabled states. StateTransitions.png.
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terms of system frame number (SFN) and paging subframe within the frame. Up to 10 paging
subframes in one frame can be configured to support massive IoT communications [3].

After a device informs the network that it supports DRX mechanism, the later replays
whether DRX is configured and communicates its parameters. DRX can be used in two dif-
ferent modes: connected and idle also referred to as paging (see Fig. 12�2).

12.2.2 Discontinuous reception in connected mode

This mechanism addresses two main issues related to the device battery drain during the
connected stage. When the data report uploading is over, the device sends the
RRC_connection Release or RRC_connection suspend message to stop UL synchronization and
signaling in RAN and then goes to idle state. However, if there is any upcoming data in the
DL direction, the device has to obtain RRC_connection again in order to receive it. Frequent
transitions between idle and connected states should be avoided since they increase signal-
ing overhead and energy consumption. Another issue that DRX is aimed to deal with is a
long time required for reporting out_of_sync status after the last data transmission in con-
nected mode. DRX defines inactivity timer to inform devices for how long they should con-
tinuously monitor PDCCH opportunities after the subframe where the P-RNTI in DCI has
been successfully received and decoded. If no control message arrives while the inactivity
timer is running, devices go idle upon its expiration. The onDuration timer is used to indi-
cate the time while devices should monitor all PDCCH opportunities within a single DRX
cycle, that is, the time interval between two consequent onDuration periods. If no data in
PDCCH is detected during the onDuration time, devices stop listening to the DL and power
down their circuits until the end of the ongoing DRX cycle. Otherwise, the inactivity timer
starts. If a control message arrives with a new DRX parameters allocation while onDuration

FIGURE 12–2 Device energy consumption in connected and idle modes. PowerDiagram.png.
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or inactivity is running, both timers have to be set to zero and the next DRX cycle will apply
new parameters. Therefore, the onDuration timer allows faster transition to the idle mode if
a device is inactive, while the inactivity timer prevents oscillations between connected and
idle states. DRX parameters should be requested by devices in RRC-related messages, for
example, RRC_Reconfiguration and RRC_Connection requests. Devices may request individ-
ual values by adding them into the request. The BS agrees on individual DRX parameters if
they are not in conflict with the higher layer requirements. Otherwise, default values are
sent.

12.2.3 Discontinuous reception in idle mode

The mechanism is used as a power saving solution for devices in idle state. It is applied in
case when devices generally do not intend to send any data and would like to remain in
sleep mode as long as possible. However, RAN or CN might schedule data session while
devices are unreachable. In order to minimize the number of unsuccessful attempts to reach
devices and not to keep them awake for a long time, the network should configure DRX cycle
taking into consideration network capabilities and application requirements.

There are two important parameters for the paging configuration that define the exact
time instant when the network can reach a device: PF and PO. The first one refers to a spe-
cific radio frame (RF) containing one or several POs. PO itself defines the subframe number
within the PF when a device must listen for the paging message. For NB-IoT devices, the
concept of paging narrowband is used, instead of PO, to indicate the narrowband on which
the device performs the paging message reception.

The paging message is the same for both RAN-initiated paging and CN-initiated paging.
The UE initiates RRC connection resume procedure upon receiving RAN paging. If the UE
receives a CN-initiated paging in RRC_INACTIVE state, the UE moves to RRC_IDLE and
informs NAS.

If both eNodeB (eNB) and the device agreed on the paging cycle time T, they may inde-
pendently calculate the SFN that refers to PF when the condition SFN mod T5 (T/N) �
(UE_ID mod N) is met, where UE_ID5 IMSI mod 1024 if a device has International Mobile
Subscriber Identity (IMSI) (otherwise, it is set to 0), and N stands for the frequency of PF
appearing in a system frame and takes value of 1, 1/2, 1/4, 1/8, 1/16, and 1/32.

Note: if P-RNTI is monitored on NPDCCH, then UE_ID5 IMSI mod 4096, and if device
supports paging on a nonanchor carrier and P-RNTI is monitored on MPDCCH or NPDCCH,
then UE ID5 IMSI mod 16384:

For NB-IoT devices, N is defined as the minimum between T and possible nB value of 4T,
2T, T, T/2, T/4, T/8, T/16, T/32 included in system information message. The subframe num-
bers where POs can be scheduled within each PF are defined in Ref. [3], based on the possi-
ble number of POs within a single PF. For BL IoT devices, only subframe #1 and subframe
#6 are available for POs. Thus a paging message might be sent once, twice, or maximum of
four times in each PF at the specified POs.
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Beside onDuration timer and inactivity timer allocation, long DRX cycle must be config-
ured as a default DRX cycle if the short DRX cycle is not specified. It is recommended to set a
short DRX cycle for application with critical or delay-sensitive data communication. The
example of long and short DRX parameters is shown in Fig. 12�3. The short DRX cycle is
the first cycle a device follows after the successful reception of paging message in PDCCH.
The number of consecutive short DRX cycles before using long DRX cycle is defined by short
DRX cycle timer. The subframe number where the long DRX cycle should start is indicated in
the start offset value.

12.2.4 Extended discontinuous reception

SFN and subframe number counters are used for time synchronization between the net-
work and devices underpinning DRX mechanism. The longest time interval available for
the synchronization is limited by the maximum number of SFNs, and it is equal to 1024. It
means that devices cannot remain in sleep mode for a time period longer of than
10.24 seconds. The DRX cycle can be as long as 8, 16, 32, 64, 128, 256, and 512 ms for
eDRX cycle configuration. Machine-type applications may require less frequent communi-
cations than every 10.24 seconds. eDRX is a necessary step forward to address a wide set
of IoT use cases. In order to allow a longer eDRX cycle, a new SFN counter, namely hyper
SFN (H-SFN), was introduced. One H-SFN contains 1024 SFNs and builds an interval of
10,485,760 ms (almost 3 hours), while the system time is sufficiently extended to the 1024
H-SFNs. With the new H-SFN feature, the maximum eDRX cycle value is extended to
43.69 minutes.

Since only one paging message is expected to be sent in a single DRX cycle, any timing
inaccuracy could cause the loss of paging message. Therefore, every eDRX cycle can be con-
figured with a paging transmission window to increase the number of paging opportunities
for improving the paging reliability.

12.2.5 Power saving mode

PSM stands for a deep sleep state similar to the hibernation mode while almost all device
circuits are switched off except for the critical ones. PSM targets extremely delay-tolerant

FIGURE 12–3 DRX in idle mode. DRX.png.
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applications or can be applied only for MO or MT applications with relaxed latency require-
ments. Anytime when a device wants to report its status change or send data to the network,
it can leave PSM.

PSM is based on two timers: T3324 (Active Time), and T3412 (extended TAU time), which
together frame PSM cycle (see Fig. 12�4). Note that any time when a device leaves PSM for
MO transmission, timer T3412 is restarted. Active time refers to the time interval when a
device is reachable for paging. The minimum recommended value for T3324 is 2 DRX cycles
plus 10 seconds [4]. Since the DRX cycle value may vary, the relation between T3324 and
T3412 should meet the condition (T34122 T3324)/T3412 . 0.9. T3412 is expected to be not
less than 4 hours but cannot exceed the maximum length of 413 days, as defined in Ref. [5].

A device that wants to use the PSM feature has to request Active Time during each wake-
up period in any RRC-related message. The network replies with an Active Time value indi-
cating that the PSM is enabled. Upon T3324 expiration, a device enters PSM and becomes
unreachable while T3412 is running or until it requires to send any data to the network.
Active Time value can be either allocated by RAN or CN or requested by a device. After
receiving the request for T3324 configuration, the network will choose an appropriate value
taking into account, for instance, whether the DRX or eDRX is currently enabled. If no MO
data are expected within T3412, an IoT device can remain in deep sleep for as long as the
upper limit determined by the maximum value of the TAU timer.

12.2.6 Wake up signal

To reduce the device energy consumption during the idle mode even further, a wake-up sig-
nal (WUS) was introduced in 3GPP release 15 [6]. The WUS sequence design is based on
one Zadoff�Chu sequence and a scrambling code. A WUS is an indication sent to a device
or a group of devices, whether to listen for the very next PO following after the subframe
where the signal is received ignoring current DRX/eDRX configuration.

If device supports WUS, it first shall get WUS configuration from the system information to
know exactly when and where to monitor WUS. When the device detects WUS, it monitors a
single PDCCH opportunity. When eDRX is used, a device monitors a batch of following POs. It
may skip POs monitoring after paging message is received. If the device does not detect WUS
or detects WUS for the other device, it will listen to the PO according to its DRX/eDRX cycle.

FIGURE 12–4 Power saving mode. PSM.png.
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12.3 Paging strategies
Paging is also used as a pull-based technique for RAN overload control in mMTC scenarios.
Signaling overload in ultra-dense IoT environments cannot be avoided due to the huge num-
ber of simultaneous access attempts in the shared radio channel and high control message
payload required to keep massive connections. Radio shared channel capacity is limited by
its nature and can be evaluated in terms of random access opportunities (RAOs). Each RAO is
a combination of a unique radio-frequency sequence called a preamble, and the subframe
position within an RF when the randomly generated preamble can be sent by a device. The
network informs all devices in the tracking area when they can send a preamble and speci-
fies all the preambles it can decode. The number of unique sequences is relatively small;
thus more than one device can choose the same preamble. If two or more devices simulta-
neously transmit the same preamble sequence, a collision may occur, and the BS will not be
able to discern collided devices and properly address them with the resource allocation.

Differently from push-based techniques which may lead to a high number of arrivals to
an RAO, the paging mechanism represents a proactive approach for handling access requests
in a controlled manner. Thanks to DRX or PSM, arrivals are scattered over the time and,
moreover, the network is aware of their activity patterns.

MT services use paging to inform devices about new schedules for data delivery or system
changes. Devices are addressed by their unique identity or by a group identifier (GID). One
paging message transmitted in PDSCH contains a list of device identities. The number of
device IDs also knows as paging records carried in a paging message depends on the size of
each device identity. The size of paging record usually varies between 25 and 61 bits, corre-
sponding to three and eight device IDs [7].

Provided that the capacity of an individual paging is very much limited, the use of GID
introduces a good scalability and flexibility in terms of the number of simultaneously paged
devices. However, the bigger the number of paged devices, the higher the collision probabil-
ity during the access stage following the paging. Another issue is that IoT devices have differ-
ent POs and only devices with the same DRX cycle may be acknowledged by one paging
message.

Different paging approaches may fulfill the heterogeneity of IoT application requirements
in terms of latency, reliability, and scalability.

In the following, we will describe three different paging approaches and, for each of
them, we discuss their strong points, potential issues, and applicability for IoT.

12.3.1 Standard paging

In the legacy 3GPP paging, up to 16 devices can be addressed by a single paging message. In
NB-IoT due to the limited bandwidth, the number of paging records is twice less. In order to
page all relevant devices, the network has to consequently send a number of messages.

Paging delay, that is, the time to page these devices, can be roughly estimated as product
of paging message inter-arrival time and number of sent messages plus average access delay.
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Since the paging delay linearly increases with the number of IoT devices, the SP
approach is valid until the service latency requirement is less than estimated paging
delay.

12.3.2 Group paging

When the issue of connecting millions of IoT devices arose, the legacy paging was no longer
acceptable due to the extremely long paging delay. The concept of GID was designed to
overcome this limitation. During camping procedure, a group of devices can be assigned
with the same IMSI or a GID. Thus all devices in the group will listen to the same PO in the
PF calculated from their IMSI or GID. Only one paging message is needed to page all mem-
bers of the same group.

The more devices are grouped together, the higher the collision probability at the access
stage. Devices have a number of attempts to successfully transmit preambles. If devices
transmit their preambles for the first time, a portion of collided devices will try to send pre-
ambles in the next attempt. Collision probability depends on the number of available pream-
bles and the number of contending devices. This number will gradually decrease. All devices
in a group are expected to successfully connect to the network only if they are able to com-
plete RA within the predefined number of attempts.

12.3.3 Enhanced group paging

Due to the high collision rate experienced in group paging (GP) and increasing paging delay
of SP under the increasing number of devices to be paged, a balanced paging approach for
mMTC is required. Enhanced GP (eGP) is based on the idea of group-by-group paging. The
concept assumes to page more devices each PO than in SP using the GID and, at the same
time, to improve the collision probability at the expense of increasing interval between two
consequent paging POs. The interval should be long enough to ensure that the previous
group of paged devices can complete RA. The failure of access attempt could be caused not
only by the preamble collision but also by the resource shortage in DL for the RA response
and RRC-related message.

The size of paging group and paging periodicity of the eGP concept should be properly
adjusted to meet the use case requirements or the network capabilities.

12.4 Applications for paging in cellular Internet of things
Device manufacturers need to perform device update in order to keep IoT infrastructure
secure and up-to-date. In most of MT applications, IoT devices are receivers of the same
content (e.g., firmware/software update, configuration file, schedule, routine task, etc.).
Such applications may greatly benefit from point-to-multipoint (i.e., multicast), rather
than unicast, communications since multiple receivers can be fed by a single data
transmission.
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More general, the use cases where MTC devices might benefit from the group communi-
cations are [8]:

• Planned data delivery,
• Initially unplanned noncritical data delivery, and
• Initially unplanned critical data delivery.

Initially unplanned noncritical data delivery:
When an update file is available for download, the network shall inform MTC devices

about the new schedule when they are reachable, that is, at the very next paging opportunity
or right after the waking up for the periodic TAU procedure.

The time interval between the subframe when multicast session schedule was announced
and subframe when the announced session starts must be bigger than the longest PSM cycle
in the multicast group to ensure that all group members are informed about the forthcoming
data delivery session.

Initially unplanned critical data delivery:
A critical software/firmware update, when available, must be delivered as soon as possi-

ble. However, the eNB can inform devices about a new multicast session schedule only
when they are awake and listen to the PDCCH. Data can be repeated in several transmis-
sions until all devices receive the content. The time between two successive transmissions is
assumed to be fixed and is called a critical interval. The time between when a schedule for
the critical file delivery is announced and when the first group-oriented transmission starts
shall be less than the shortest PSM cycle of all group members. eNB can repeat data delivery
only to devices that have not received the schedule in the previous sessions.

12.4.1 Group communications

Cellular IoT supports multimedia broadcast and multicast services (MBMS) in the form of
single-cell point-to-multipoint (SC-PTM) communications. In the SC-PTM framework, a new
single-cell multimedia radio bearer and two channels, namely single-cell multicast control
channel (SC-MCCH) and single-cell multicast transport channel (SC-MTCH), were intro-
duced for group-oriented data delivery. The bearer service (and multicast session) can be
identified by the group radio network temporary identifier (G-RNTI). Newly designed chan-
nels are scheduled and carried by PDCCH and PDSCH, respectively [9]. Multicast transmis-
sions related to the MBMS specific procedures, such as service announcement, session start,
data transfer, and session stop [10], are scheduled with a periodicity specified by SC-PTM
DRX cycle and delivered to the devices in idle mode. A new broadcasted System Information
Block-20 carries scheduling information for one SC-MCCH per cell, while SC-MCCH contains
scheduling information for SC-MTCH per multicast service. This information contains SC-
MTCH scheduling cycle, SC-MTCH onDuration time and SC-MTCH inactivity timer.

The periodic monitoring of the SC-MCCH required for service announcement is an
extremely energy and resource-consuming approach for NB-IoT. In fact, devices have to lis-
ten to the channel even if there is currently no available service for them. On-demand paging
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for the service announcement might be an efficient solution to avoid continuous listening to
the SC-MCCH and improve the paging reliability.

12.4.2 Solutions for improving battery lifetime in Internet of things
group communications

In this subsection, we present two group-based delivery strategies for critical and noncritical
firmware/software update applications. The first strategy can be generally applied to any
noncritical delay application with a low-periodic (planned or unplanned) MT traffic. When
the new software/firmware file is available for download, the RAN informs a group of devices
specified by device owner or device manufacturer through the paging procedure and initi-
ates data delivery after the last device of the group receives MBMS configuration and session
scheduling information. The second strategy deals with the class of delay-sensitive IoT appli-
cations characterized by a sporadic critical MT traffic. In order to communicate update file
with a reasonable delay, RAN initiates a multicast session at the beginning of each critical
interval only for those devices that has been successfully paged in the last critical interval.

Any of the paging strategies (SP, GP, or eGP) can be utilized by RAN to inform IoT devices
about upcoming data delivery session. Note that each member of the same paging group
must follow the same DRX cycle in order to simultaneously listen to the PDCCH opportunity.

12.5 Paging enhancement in 5G
12.5.1 Secure paging

The latest 5G standard includes privacy safeguards against IMSI catchers to ensure the pri-
vacy of paging message distribution. 5G exploits a privacy enhancement in uplink communi-
cation by using a concealed identifier SUCI (Subscription Concealed Identifier) instead of an
IMSI analog called SUPI (Subscription Permanent Identifier). It is generated every time
when a device wants to transmit data by using asymmetric cryptography. As for the downlink
protection in 5G, paging protocols were enhanced by using new temporary identifiers 5G-S-
TMSI and I-RNTI (to identify device context in a new RRC_INACTIVE state) instead of long-
term IMSI and SAE Temporary Mobile Subscriber Identity (S-TMSI identifiers) [11].

5G-S-TMSI is used as an IMSI (long-term identifier) analog in legacy paging. In 4G pag-
ing, timing was determined based on IMSI, while in 5G both PF and PO are based on a 5G-
S-TMSI. This novelty makes it difficult for an over-the-air attacker to deduce information
about a device’s IMSI by monitoring the air interface and detecting which paging occasions
the device is monitoring.

In legacy paging, IMSI and S-TMSI are used as a paging identifier, to indicate paged
devices in a paging message. In early generations, IMSI was used for a paging identifier in
order to restore the connection in case of lost or corruption of device context information
(such as temporary identifier) in the CN. With native virtualization and cloud-based RAN
support, only temporary identifier (5G-S-TMSI or I-RNTI) can be used as a paging identifier
in 5G networks. If an attacker somehow obtains the device’s long-term identifier, in 5G
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network it still cannot attack the device because there is no long-term identifier-based paging
to start with. Moreover, a new paging identifier I-RNTI is used as one-time paging identifier
and must be refreshed after each paging.

Unlike the S-TMSI that could be refreshed optionally, it is compulsory to refresh 5G-S-
TMSI in 5G as well. By refreshing the 5G-S-TMSI, PO and PF are also changed, making it
more difficult for an attacker to track a device during the paging [12].

12.5.2 Random access network paging in 5G

In 5G systems [13], the mobility states are introduced based on current LTE mobility states
but add some modifications. Unlike the two RRC states in LTE—RRC idle and RRC
Connected—5G has designed a new state called RRC inactive to indicate whether the UE
exchanges data packets with its serving RAN.

RRC idle and RRC Connected state transitions are the source of a significant signaling
overhead, especially when a huge number of UEs wake up to transmit or receive data simul-
taneously. Moreover, most of RRC connected states usually send data of less than 1 kilobyte
and then switch back to RRC idle state. In order to keep signaling overhead at a reasonable
level, a new RRC inactive state has been introduced.

Fig. 12�5 depicts RRC state transitions in 5G, including the transition from and to the
RRC inactive state. The new state keeps the UE connected from the 5G CN perspective, that
is, the UE access stratum context is stored in both the UE and serving RAN. By introducing
RRC inactive stage the paging procedure initiation has been changed, providing several
advantages for TAU and paging procedures as compared with LTE. In 5G, this procedure can
be triggered by RAN, which meaningfully reduces the paging latency to meet the 5G require-
ments and signaling overhead [14].

12.6 Open issues and Third Generation Partnership Project
study in Release 16

3GPP has established new working groups for mMTC in 5G namely “Further NB-IoT
enhancement” and “Even further enhanced MTC for LTE” [15,16]. One objective of these

FIGURE 12–5 RRC states in 5G. RRC_5G.png.
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two new research directions is power consumption reduction for physical channels for NB-
IoT and eMTC. Since 3GPP has started discussions and work on the design of the wake-up
and go-to-sleep signals/channels, it has been agreed on the need for Group WUS and early
termination for NPDCCH or WUS. Also, a combination of WUS and discontinuous transmis-
sion is under the discussion.

For NB-IoT, one wake-up signal can be applied to all the devices associated to a PO. It
is under the discussion whether to further divide devices associated to a PO into several
subgroups [17]. The intention of subgrouping is for reducing the false alarm probability
of paging. It is beneficial for device power consumption but with the expense of
increased network overhead.

Group WUS sequence should consider the fallback to legacy device behavior, inter-cell
interference randomization, group ID for different subgroups for WUS, and effect of
sequence detection on device complexity.

In Ref. [18], authors use stochastic geometry to analyze the performance of an energy-
efficient joint downlink and uplink radio-frequency wake-up solution for IoT devices over
cellular networks. Instead of waking up from sleep state on a timer basis and wasting power
if the device has no data to transmit, the IoT devices wake-up after receiving dedicated RF
signals from their serving BSs. By adding a simple wake-up receiver at the front-end of the
IoT device, the power of a specific wake-up signal transmitted from the serving BS along
with the ambient interference can be captured and used to activate the device and initiate
uplink communication. This solution is well suited to the infrequent transmissions in various
IoT use cases where a periodic wake-up is not needed. It enhances the energy efficiency of
IoT over cellular but at the expense of increased false wake-up rate.

Authors in Refs. [19,20] utilized microsleep and DRX to improve battery lifetime of IoT
devices in 5G networks by allowing a device to process only some small predefined mes-
sages during Active Times and consequently remove empty subframe buffering. The simu-
lation results show that such a scheme can reduce power consumption of IoT device by
up to 70%.

In Ref. [21], authors proposed an approach, according to which the mobile device moni-
tors WUS at the specific time instants and subcarriers, in order to decide whether to process
the actual upcoming PDCCH or not. A low-complexity wake-up receiver concept was intro-
duced to decode the WUS and to acquire the time and frequency synchronization.

Paging has an important application for device grouping problem in cellular networks.
For example, in Ref. [22], grouping is based on similar device quality of service, or on device
priority in the RA process [23]. Paging is also used as a pull-based approach to tackle over-
load problem when a large number of IoT devices try to access RAN [24].

In Refs. [25,26], devices are grouped according to their location, and a device is selected
as a head, which coordinates the paging of the other devices, while in Ref. [27], the head of
the group is responsible for the data aggregation and its transmission to the network.
However, the communication between the head and other devices in a group should be
organizes via Device-to-Device (D2D) links or other short-distance communication technolo-
gies, which may require extra procedures that further increase the energy consumption.
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13.1 Introduction
As mentioned in previous chapters, there are different families of communication technologies
that are part of the Internet of Things (IoT) ecosystem such as low-power wireless personal
area network (LoWPAN), wireless local area network (WLAN), Cellular networks or low-power
wide-area network (LPWAN). LoWPAN technologies (e.g., 6LoWPAN, ZigBee, Z-Wave,
Bluetooth) are designed for short-range, low data rate, and battery-powered applications [1].
Coverage can be extended using mesh networking, thus increasing deployment costs due to the
necessary number of gateways and devices. WLAN (e.g., Wi-Fi) provides higher data rates at
the expense of large power consumption and shorter ranges [2]. On the other hand, traditional
cellular communications [e.g., long-term evolution (LTE), global system for mobile communica-
tions (GSM)] provide wider area coverages, but while optimized for voice and high data rate
services, rise cost and power consumption [3]. LPWAN differs from these communication tech-
nologies as it aims at applications that simultaneously demand low-power and low-cost connec-
tivity for a large number of devices over an extended range [4]. LPWAN applications range
from smart city services [5] to infrastructure monitoring [6], including wildlife supervision [7] or
logistics [8].

However, once identified LPWAN as the optimal communication type for our application,
it surges another dilemma: which specific LPWAN technology do we choose? There is an
extended variety of LPWAN technologies, including SigFox, long-range wide-area network
(LoRaWAN), Weightless, narrowband-Internet of things (NB-IoT), LTECat-M1, or Ingenu-
RPMA (random phase multiple access). Every technology has its advantages and weaknesses.
The final selection should attend to the specific requirements of the IoT application, mainly
determined by the factors that affect aforementioned LPWAN objectives: low power, low
cost, high number of devices, and medium-long range [9].
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The low-power objective is established by factors such as network topology, duty cycling,
media access control (MAC) mechanism, bidirectionality, packet size, latency, or energy con-
sumption. Similarly, the cost relies on different factors: for example, hardware (HW) com-
plexity and commercial availability, type of infrastructure, proprietary/free band, MAC
mechanism, data plans, and development feasibility (tools, documentation, communities).
Meanwhile, the range is defined by characteristics such as the frequency band, the modula-
tion technique, or the link budget. On the other hand, features such as diversity techniques,
densification, packet size, or latency determine the amount of devices, that is, scalability.
Finally, there are some factors that affect all the LPWAN objectives transversally: for example,
security, data rate, existence of standards and alliances, or location functionalities.

This chapter introduces the most relevant factors that affect the LPWAN technology selec-
tion process, classified according to their category. Section 13.2 focuses in technical factors,
divided by their network communication layer: physical layer (e.g., modulation method or
frequency band), link layer (e.g., MAC mechanism), and network layer (e.g., latency or net-
work topology). Security mechanisms are also part of the technical factors. Implementation
factors are depicted in Section 13.3 and are categorized according to their influence with
respect to the cost (e.g., communication infrastructure), development complexity (e.g., tool
kits availability), and status (e.g., coverage or commercial devices). Section 13.4 describes
functional factors such as energy consumption, integration of location services, or IP
support.

In order to facilitate the technology selection, Section 13.5 presents a comparative analy-
sis of technologies attending to the category of the factors and a global cross-factor analysis.
Different visualizations are presented to help the identification of the LPWAN technology
that best matches the IoT application requirements.

Finally, Section 13.6 illustrates the LPWAN technology selection process with examples of
application in different IoT domains such as smart city or logistics.

For every factor, besides its explanation, the related concrete properties of each LPWAN
technology are presented. For this end, apart from the most known (and already introduced in
previous chapters) LPWAN technologies (LoRa, SigFox, NB-IoT, LTE-CatM, and sensor network
over white spaces-SNOW), answering to references, existing deployments, and future trends,
the following have also been considered: Weightless, Ingenu-RPMA, Telensa, GSM-IoT, Wi-
SUN, DASH7, IQRF, and MIOTY.

13.1.1 Weightless

Weightless is an open protocol created in 2011 by a special interest group (SIG) formed by
different companies such as Neul or ARM. Formerly, there were three communications stan-
dards: Weightless-P (sub-GHz ISM (industrial, scientific and medical) band), Weightless-N
(Uplink only), and Weightless-W (TV white space). Based on the market traction, Weightless-
P has prevailed. It offers c. 100 kbps, uses frequency division multiple access (FDMA), and
time division multiple access (TDMA) techniques, and requires the user to implement its
own network [10].
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13.1.2 Ingenu-RPMA

Ingenu-RPMA, previously known as On-Ramp Wireless, was created in 2008. Unlike other
LPWAN technologies, it uses the 2.4 GHz ISM band, benefiting from the relaxed regulation
of the band: increased transmission power and not duty-cycling limitations. It requires
private deployments and based on spread spectrum modulation techniques, offers data rates
of 80 kbps for up to 15 km ranges [11].

13.1.3 Telensa

Telensa is a UK-based company mainly focused in smart street lighting and therefore in
smart cities. Their solution, called Telensa PLANet, was created in 2005 and uses ultra-
narrowband (UNB) technology to offer 500 bps data rates in both directions, thus working
also for control applications. It is deployed in 1.7 million streetlights and other city services,
such as waste analytics or measurements of the air quality [12].

13.1.4 GSM-IoT

EC-GSM-IoT, also known as GSM-IoT or extended coverage-GSM (EC-GSM), was ratified in
2016 in the Third Generation Partnership Project (3GPP) specification. GSM-IoT is an
enhancement of 2G/3G/4G networks, being implemented with just a software update in cur-
rent GSM networks. It provides data rates between 70 and 240 kbps for a range of up to
10 km. As it is an operator-based technology, it requires the subscription of data plan for
each end-device [13].

13.1.5 Wi-SUN

Created in 2011, Wi-SUN, also known as IEEE 802.15.4g, it creates a new PHY (physical
layer) to handle huge networks with a small infrastructure. Wi-SUN relies on a mesh topol-
ogy that reduces the black spots, increasing the communication range up to 10 km. It
involves private deployments and the data rate varies between 5 and 800 kbps [14].

13.1.6 DASH7

DASH7 is an open protocol initially based on the ISO/IEC 18000-7 specification, which
describes the physical layer for communication of active radio-frequency identification
(RFID) devices. Since its creation in 2007, DASH7 has been modified until the current ver-
sion (v1.1, January 2017), offering communications up to 2 km, mesh topology, low latency,
mobility services, data rates up to 167 kbps, and support for AES128 encryption [15].

13.1.7 IQRF

IQRF is a private protocol developed by the Company IQRF Technology (year 2004), which
offers both hardware components (end-devices, transceivers, and gateways) and software
modules, allowing the communication with devices using high-level commands. Direct
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communication range is tenths and hundreds of meters in closed and open environments
respectively, with data rates up to 20 kbps. Coverage can be extended, forming a mesh net-
work of up to 240 devices [16].

13.1.8 MIOTY

MIOTY is a new LPWAN technology developed in the year 2016 by the Fraunhofer Institute
from Germany and commercialized by the Company BehrTech from Canada. It offers a com-
munication range of up to 5 km in urban areas and up to 15 km in open spaces, with a data
rate of 512 bps. It is an open protocol, recently standardized by the ETSI (European
Telecommunications Standards Institute), and provides long battery life of end-devices [17].

13.2 Technical factors
This section describes the communication techniques. LPWAN technologies employ to
achieve long range with low-power consumption and low cost. These techniques are classi-
fied by their belonging to the hardware layers of the OSI (Open Systems Interconnection) ref-
erence model: physical layer, link layer, and network layer.

13.2.1 Physical layer

13.2.1.1 Frequency band
The majority of the LPWAN technologies use the sub-GHz band, which offers longer ranges
and lower power consumption. Compared to the 2.4 GHz band (crowded by Wi-Fi and
LoWPAN technologies), the sub-GHz band is less congested and suffers less attenuation and
multipath fading caused by obstacles and walls.

On the other hand, most of the technologies make use of the unlicensed bands (both in
sub-GHz and 2.4 GHz bands), as they require fewer time to set up, are easy to maintain and
more cost-effective. On the other hand, the licensed bands offer higher bandwidth and more
reliability as interference is minimized.

Logically, NB-IoT, LTE-CatM, and GSM-IoT, which make the most of the cellular network,
use the licensed (L) Sub-GHz band (900 MHz). The rest of the LPWAN technologies (SigFox,
LoRa, Dash7, IQRF, MIOT, Telensa) operate in the most common unlicensed bands (433
and 868 MHz in Europe, 915 MHz in the United States). Exceptions are Weightless (also in
138, 470, 780, and 923 MHz bands), Wi-SUN (also in the 2.4 GHz band), Ingenu-RPMA
(works just in the 2.4 GHz band) and SNOW (470�790 MHz band).

13.2.1.2 Modulation method
Achieving long range requires lowering of the modulation rate to put more energy in each
transmitted bit (or symbol), easing decoding duties of receivers. Accordingly, LPWAN modu-
lation techniques can be divided into two families: narrowband (NB) and spread spectrum
(SS) techniques.
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Narrowband techniques concentrate the signal energy within a very narrowband
(below 25 kHz), minimizing the noise level, reducing the transceiver complexity, and
allowing to share the spectrum between multiple links. Some LPWAN technologies reduce
the width of the carriers to ultra narrow band-UNB (down to 100 Hz), lowering the noise
and incrementing the number of supported devices. At the same time, UNB reduces the
data rate and requires higher transmission times.

On the other hand, spread spectrum techniques expand the same signal energy over a
wider frequency band. Received signals are usually below the noise floor, preventing interfer-
ences and eavesdropping, but requiring transceivers that are more complex.

The majority of the LPWAN technologies use narrowband with different modulation tech-
niques: NB-IoT (QPSK—quadrature phase-shift keying), LTE-CatM (16QAM—quadrature
amplitude modulation), Weightless (GMSK—Gaussian minimum-shift keying), SNOW (BPSK
—binary phase-shift keying), GSM-IoT (GMSK, 8PSK—phase-shift keying), IQRF (GFSK—
Gaussian frequency-shift keying), DASH7 (GFSK). SigFox (DBPSK—differential BPSK, GFSK),
MIOTY (GMSK), and Telensa (2-FSK) adopt UNB modulation techniques. Different spread
spectrum techniques are used by LoRA (CSS—chirp spread spectrum), and Ingenu-RPMA
(DSSS—direct sequence spread spectrum), while Wi-SUN uses both (DSSS, FSK).

13.2.1.3 Data rate
Transmission data rate is determined by several factors, ranging from technical ones such as
the frequency band and the modulation technique, to implementation features such as the
complexity of the transceiver or the scalability.

On the other hand, in every communication system, there is a direct relation between
data rate, link budget, and achievable range. Therefore, and considering the distance disper-
sion of LPWAN nodes, some technologies offer an adaptive data rate (ADR) that changes
depending on the link constraints.

Starting with data rates below 1 kbps, SigFox offers 100 bps and MIOTY offers 512 bps. In the
same range is Telensa, providing 500 bps for downlink (DL) and 62.5 bps for uplink (UL). LoRa and
Weightless implement ADR, varying, respectively, from 300 and 625 bps to 50 and 100 kbps. Then,
we can find various technologies that offer tenths of kbps: IQRF (20 kbps), SNOW (50 kbps) or
Ingenu-RPMA (80 kbps), and others, providing modes with different data rates: Wi-SUN (4.8�800
kbps), DASH7 (9.6�166 kbps), and GSM-IoT (70�240 kbps). Finally, it ranks the cellular technolo-
gies, which present the higher data rates: NB-IoT (250 kbps) and LTE-CatM (up to 1 Mbps).

13.2.1.4 Range
Similarly, the communication range is defined by pure communication characteristics, but
also by other factors such as the emitted power or the sensibility of the receivers. Therefore,
there is not a direct relation between data rate and communication range.

Ranking from higher to lower communication ranges, we can find SigFox (40 km), LoRa
(20 km), NB-IoT/Weightless/LTE-CatM/Ingenu-RPMA/MIOTY (15 km), GSM-IoT/Wi-SUN
(10 km), and Telensa/DASH7/IQRF (5 km). It is important to notice that these are maximum
range, that is, with clear line of sight and low data rate modes when applicable.

Table 13�1 summarizes the technical factors belonging to physical layer.
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13.2.2 Link layer

13.2.2.1 MAC protocol
The use of traditional cellular medium access control (MAC) protocols that employ time and
frequency diversity, requires precise synchronization, and are incompatible with the low-cost
LPWAN end-devices. One of the most adopted MAC protocols for LPWAN is the carrier-
sense multiple access with collision avoidance (CSMA/CA), widely implemented in WLAN
and LoWPAN technologies. However, CSMA/CA becomes less effective when the number of
nodes increases (an intrinsic characteristic of LPWAN). The use of virtual carrier sensing
solves this problem, but it does not behave well with massive deployments. Alternatives to
CSMA/CA are the use of ALOHA, a carrier-sensing-less random access protocol for simple
and low-cost transceivers; or TDMA/orthogonal FDMA (OFDMA)-based protocols, resulting
in more complex and expensive end-devices.

LoRa (TDMA), SigFox (FDMA), Telensa (FDMA), and Wi-SUN (PCA—pure collective
ALOHA) use the ALOHA protocol. CSMA/CA is implemented by SNOW (also DOFDM),
DASH7, and Wi-SUN. NB-IoT and LTE-CatM employ OFDMA for the downlink communica-
tion and single-carrier FDMA (SC-FDMA) for the uplink. GSM-IoT and Weightless use
FDMA and TDMA. Finally, Ingenu-RPMA utilizes code division multiple access (CDMA) and
MIOTY employs telegram splitting multiple access (TSMA)

13.2.2.2 Bidirectionality
Depending on the final application, the system may demand different types of bidirectional-
ity. For iinstace, it may range from an almost inexistent downlink (just for maintenance
duties) in monitoring services, to a total symmetric channel for control applications.

Table 13–1 Technical factors belonging to physical layer.

LPWAN
technology Frequency band (MHz)

Modulation
method

Data rate
(kbps)

Range
(km)

LoRa 433, 868 (EU), 915 (United States) SS (CSS) 50 20
SigFox 433, 868 (EU), 915 (United States) UNB (DBPSK,

GFSK)
0,1 40

NB-IoT 900 MHz (L) NB (QPSK) 250 15
LTE-CatM 900 (L) NB (16QAM) 1000 15
SNOW 470�790 MHz NB (BPSK) 50 5
Weightless 138, 433, 470, 780, 868 (EU), 915 (United

States), 923
NB (GMSK) 100 15

Ingenu-RPMA 2.4 GHz SS (DSSS) 80 15
Telensa 433, 868 (EU), 915 (United States) UNB (2-FSK) 0,5 5
GSM-IoT 900 (L) NB (GMSK, 8PSK) 240 10
Wi-SUN 433, 868 (EU), 915 (United States), 2.4 GHz SS (DSSS), NB

(FSK)
800 10

DASH7 433, 868 (EU), 915 (United States) NB (GFSK) 166 5
IQRF 433, 868 (EU), 915 (United States) NB (GFSK) 20 5
MIOTY 433, 868 (EU), 915 (United States) UNB (GMSK) 0,512 15
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Bidirectionality is supported by all the technologies, though there are some exceptions.
For SigFox, the downlink is very limited: it depends on the subscription level and can only
occur after uplink messages. Likewise, for some LoRa and MIOTY class end-devices, the
downlink communication only can happen immediately after an uplink transmission.

13.2.2.3 Packet size
The packet or payload size limits the utilization of LPWAN technologies on the applications
that need to send large data sizes. In some cases, messages can be fragmented and recon-
structed at destination, but it increases the complexity of the systems and the number of
transmission packets needed for delivering a certain message or data, resulting in an
increase in the power consumption of the nodes, increase in latency, and so on

Ranking LPWAN technologies by packet size, it begins with the lowest being SigFox
(12 bytes for uplink and 8 bytes for downlink), SNOW (28 bytes), Weightless (varying from 10
to 48 bytes) and LoRa (51 bytes for UL and 14 for DL). Then, there are Ingenu-RPMA,
Telensa, and GSM-IoT, which offer 64 bytes per packet. NB-IoT and IQRF provide packet
sizes of 128 bytes, while MIOTY varies from 10 to 192 bytes. Higher packet sizes are offered
by DASH7 (256 bytes), LTE-CatM (1000 bytes), and Wi-SUN (2047 bytes).

Table 13�2 summarizes the technical factors belonging to link layer.

13.2.3 Network layer

13.2.3.1 Network topology
Most of the LPWAN technologies use the star topology, connecting the nodes directly to the
base stations. In comparison with mesh topologies (employed by LoWPAN technologies),
whose nodes actuate as repeaters, the star topology simplifies and reduces the cost and
power consumption of the end-devices, while resulting in higher infrastructure costs (gate-
ways, routers, etc.).

Table 13–2 Technical factors belonging to link layer.

LPWAN technology MAC protocol Bidirectionality Packet size (bytes)

LoRa ALOHA (TDMA) YES 51
SigFox ALOHA (FDMA) Limited 12
NB-IoT OFDMA, SC-FDMA YES 125
LTE-CatM OFDMA, SC-FDMA YES 1000
SNOW DOFDM, CSMA/CA YES 28
Weightless FDMA, TDMA YES 48
Ingenu-RPMA CDMA YES 64
Telensa ALOHA (FDMA) YES 65
GSM-IoT TDMA, FDMA YES 65
Wi-SUN CSMA/CA, ALOHA (PCA) YES 2047
DASH7 CSMA/CA YES 256
IQRF IQMESH YES 128
MIOTY TSMA YES 192
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Exceptions to this rule are Telensa, Ingenu-RPMA, and DASH7, which apart from star,
also support tree topology; Wi-SUN, which also supports mesh; and IQRF, which just imple-
ments mesh topology.

13.2.3.2 Duty cycling
The most power-consuming component of LPWAN end-devices is the transceiver. Thus for
achieving low-power consumption, it is essential to turn it off as much as possible. This
behavior is determined by the duty-cycling mechanisms, which are adapted based on bidir-
ectionality, type of power source, applications, or hardware and firmware design.

The ISM frequency bands implement regulations about the channel maximum use time
for every IoT node. The 868 MHz band in Europe limits the duty cycling to 1%, while the
915 MHz band in United States limits the air time to maximum 400 ms. The 2.4 GHz band
and the licensed bands present no restrictions in terms of duty cycling.

On the other hand, some LPWAN technologies, such as LoRa and SigFox, implement
mechanisms to reduce the duty cycling and increase the life of batteries.

13.2.3.3 Scalability
The LPWAN technologies that use the ISM bands and employ simple MAC protocols
(ALOHA or CSMA/CA) have lower throughput and device capacity due to the collision and
interference probability. To support the massive and ever-increasing number of end-devices,
there are different techniques that exploit diversity of space, time, and radio channels.
Taking into account that LPWAN nodes are by definition low-cost and low-power devices,
the diversity management has to be done at network infrastructure elements (base stations
and back ends). Examples of these techniques are dense base station deployments, ADR,
and channel selection or parallel transmission. However, not every technology supports
these techniques, resulting in reduced scalability in real deployments.

LoRa implements both adaptive channel and ADR techniques. A LoRa device transmits
randomly in one of the eight available channels and can be received simultaneously by dif-
ferent gateways. Besides, the data rate is adapted depending on the signal level received.
Similarly, SigFox end-devices transmit in a random channel and repeat the transmission in
three different frequencies, being received in various base stations at the same time. MIOTY
employs TSMA, a random MAC in which the transmission of a message is divided into sev-
eral short packets that are transmitted randomly distributed in different channels and times.

Weightless, GSM-IoT, NB-IoT, and LTE-CatM uses both FDMA and TDMA, increasing the
network capacity.

13.2.3.4 Latency
Latency is determined by how long it takes the message from the node to the final applica-
tion. Thus it is direct function of the data rate and therefore power consumption. In most of
the LPWAN technologies, the gateways (or base stations) actuate as a transparent bridge,
sending received data to the cloud. Some fog computing techniques may reduce latency.

Ranking from lower to higher latency times (average), we start with LTE-CatM (100 ms),
NB-IoT (200 ms), and SNOW/Wi-SUN (400 ms). It follows GSM-IoT (1 second), DASH7/LoRa
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(5 seconds), and Weightless (6 seconds). SigFox, Ingenu-RPMA, Telensa, and MIOTY provide
average latency of 10 seconds. The slowest LPWAN technology is IQRF, with an average
latency of 14 seconds.

Table 13�3 summarizes the technical factors belonging to the network layer. Duty cycling
and scalability are presented using a quality score (“1”5worst, “5”5 best), which consider
the use of different techniques to respectively reduce the duty cycling and improve scalability.

13.2.4 Security

In order to comply with the low-power, low-cost, and low-complexity requirements of the
end-devices, the LPWAN technologies are forced to implement simple security techniques.
Most of them use symmetric key cryptography (e.g., AES128), defining secret keys previously
shared by end-devices and network servers. The cellular technologies (NB-IoT, LTE-CatM,
and GSM-IoT) use techniques implemented by the 3GPP, such as the integration of the
eSIM technology. LoRa uses AES128 at both network and application layers. SigFox only uses
a secret key in the end-device registration process. Weightless employs AES128/256 for
encryption and authentication of both the end-device and the network. Wi-SUN uses AES128
for encryption and IEEE802.1x/EAP-TLS for network authentication. For IQRF, network
encryption is done with AES128 while end-device uses a key specified by the user. MIOTY
implements AES128 for network encryption.

13.3 Implementation factors
When selecting an LPWAN technology, apart from the technical characteristics, there are
other extremely important factors, especially during the system implementation phase, such
as the cost and the development complexity on the associations/standards support.

Table 13–3 Technical factors belonging to network layer.

LPWAN technology Network topology
Duty cycling score
(15worst, 55best)

Scalability score
(15worst, 55best) Latency (s)

LoRa Star 5 3 5
SigFox Star 3 3 10
NB-IoT Star 2 5 0,2
LTE-CatM Star 1 5 0.1
SNOW Star 4 2 0.4
Weightless Star 4 3 6
Ingenu-RPMA Star, tree 3 4 10
Telensa Star, tree 4 1 10
GSM-IoT Star 1 4 1
Wi-SUN Star, mesh 3 2 0.4
DASH7 Star, tree 4 2 5
IQRF Mesh 4 2 14
MIOTY Star 5 4 10
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13.3.1 Cost

Regarding the cost of implementing an IoT application based on LPWAN technologies,
different cost aspects need to be considered: nodes and devices price, infrastructure cost,
data plans, etc.

13.3.1.1 Nodes and devices cost
As explained above, compared to other communication technologies, LPWAN transceivers
need to manage less complex waveforms, minimizing hardware complexity and cost.

For applications that deploy a huge number of end-devices, it is worthwhile to develop
ad-hoc nodes based on communication chipset. There is a broad availability for the follow-
ing technologies: LoRa (h2.5), SigFox (h1), and NB-IoT/LTE-CatM (h6�10) (commercial
prices for more than 1000 units).

In those applications with reduced scales, it is preferable to use communication modules:
in the range of h10 for SigFox and LoRa; h15 for IQRF; h30 for Wi-SUN and Ingenu-RPMA;
around h70 for NB-IoT and LTE-CatM (commercial prices for a single unit).

13.3.1.2 Communication infrastructure cost
The communication infrastructure cost is a relevant factor for those technologies that
demand the deployment of private network elements (e.g., LoRa or Weightless). The infra-
structure cost depends directly on the necessary network elements. For the LPWAN technol-
ogies that use star topology, a single base station/gateway provides coverage to several km2,
reducing the cost to this unique element.

The gateway price varies from around h100 (IQRF) and h200 (LoRa, Wi-SUN, and
DASH7), to up to h1000 (Weightless) (commercial prices for a single unit).

13.3.1.3 Data plans
For those LPWAN technologies that provide the network infrastructure (e.g., SigFox or
NB-IoT), communication service is provided with data plans, which may vary depending on
the number of messages and data rates ranges.

Considering country regulations and market competitiveness dependency of data plans
price, the average values are presented. SigFox yearly subscription fee per end-device varies
between h1 and h14, depending on the number of devices. NB-IoT and LTE-CatM end-
device fees start, respectively, in 6 and 36 h/year and can be as high as 50 and 100 h/year,
depending of the monthly data to be transmitted. Finally, in those locations where there are
LoRa networks deployed by telecommunication operators, the fees range from 5 to 20 h/year.

Table 13�4 summarizes the deployment cost factors.

13.3.2 Development

The design and development phases of any IoT application require many tasks that can be
optimized with tool kits and the support from developer’s communities.
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13.3.2.1 HW and SW tool kits
For most of the LPWAN technologies, there are tool kits that can be used to get familiar with
the technologies and explore their working principles.

For both LoRa and SigFox, there is a wide offer of development kits, starting from h30.
Similarly, there are some kits for NB-IoT and LTE-CatM, starting from h45. Weightless offers
a development kit that includes the base station and several nodes (h1200). There are also
some kits for Wi-SUN, Ingenu-RPMA, DASH7, IQRF, and MIOTY. On the other hand, there
are no development kits for SNOW and Telensa.

13.3.2.2 Documentation availability
Together with the existence of development tool kits, the access to the technology documen-
tation is essential. In this sense, the landscape is heterogonous, ranging from total availability
of the specification at the website (LoRa, SigFox, Ingenu-RPMA, Weightless, Wi-SUN,
DASH7, and IQRF), passing through partial access to technical documentation (NB-IoT, LTE-
CatM, GSM-IoT, and MIOTY), to no documentation at all (Telensa, SNOW).

13.3.2.3 Users and developers community
Other important footholds are the user and developer communities, in which information,
doubts, and best practices can be interchanged. The LPWAN technologies that are opener
providing information usually present wider communities. The most established communi-
ties are the Things Network (LoRa) and the City User Group (SigFox). The mobile IoT inno-
vators community supports NB-IoT and LTE-CatM, while there are developers’ forums for
Ingenu-RPMA, IQRF, and DASH7.

Table 13�5 summarizes the deployment factors that affect the development process.

Table 13–4 Deployment cost factors.

LPWAN technology Communication module (h) Gateway (h) Data plans min (h) Data plans max (h)

LoRa 10 200 5 20
SigFox 10 n/a 1 14
NB-IoT 70 n/a 6 50
LTE-CatM 70 n/a 36 100
SNOW � � n/a n/a
Weightless � 1000 n/a n/a
Ingenu-RPMA 30 n/a � �
Telensa � � n/a n/a
GSM-IoT � n/a � �
Wi-SUN 30 200 n/a n/a
DASH7 � 200 n/a n/a
IQRF 15 100 n/a n/a
MIOTY � � n/a n/a

n/a, Not applicable.
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13.3.3 Status

Finally, there are other factors that are related to the current situation of every technology
(and therefore may vary with time) and are relevant when opting for a specific LPWAN
technology.

13.3.3.1 Coverage/availability
Depending on the type of infrastructure implementation (operator-based or private) and the
LPWAN technologies themselves, the coverage of each technology differs. Operator-based
technologies provide higher coverages, but at the same time cannot be extended.

SigFox offers coverage for most of European and American countries, plus Australia and
some areas in Asia and Africa. NB-IoT and LTE-CatM provide service in Europe, North
America, Brazil, Argentina, Russia, China, and Oceania. GSM-IoT coverage matches GSM
networks availability. Ingenu-RPMA is mainly deployed in the United States, and is being
expanded to China, Italy, South Africa, and some areas of Oceania and Asia.

Although LoRa is a private infrastructure technology, in several countries of Europe,
America, Asia, and Oceania and some in Africa, telecommunication operators have deployed
their own infrastructure to provide communication services.

13.3.3.2 Standards and alliances
Although none of the LPWAN technologies is a real standard, most of them either rely on
them or are strongly supported by powerful alliances.

Ingenu-RPMA and Wi-SUN are based on the standard IEEE 802.15.4k (Wi-SUN also on the
specification g for nonurban areas). SigFox, LoRa, and Telensa are in conversations with ETSI,
trying to be included in the upcoming LPWAN standard named low-throughput network (LTN).

On the other hand, the 3GPP defines the specifications for NB-IoT, LTE-CatM, and GSM-
IoT. The LoRa Alliance is an association that develops and fosters the LoRaWAN

Table 13–5 Deployment process factors.

LPWAN technology Tool kits availability Documentation availability User communities

LoRa Very high Very high Very high
SigFox Very high Very high Very high
NB-IoT High Moderate Moderate
LTE-CatM High Moderate Moderate
SNOW Very low Very low Very low
Weightless Moderate High High
Ingenu-RPMA Moderate High High
Telensa Very low Very low Very low
GSM-IoT Moderate Low Low
Wi-SUN Moderate High Low
DASH7 Moderate High High
IQRF Moderate High High
MIOTY Low Low Low

292 LPWAN Technologies for IoT and M2M Applications



specification. Similarly, the Weightless Special Interest Group is an organization that devel-
ops and boosts Weightless technology. DASH7 and IQRF are promoted by respective
alliances.

13.3.3.3 Commercial devices
Many IoT solutions are focused on the upper layers of the systems (e.g., visualization appli-
cations, data analytics) and demand the availability of commercial IoT nodes and devices,
that is, already mounted sensors or actuators. Not all the LPWAN technologies offer the
same level of commercial availability. For LoRa and SigFox, there is a wide offer of devices,
including chipsets, communication modules, and sensor nodes. Similarly, there is relevant
catalog for NB-IoT and LTE-CatM. With some exception such as DASH7, for the rest of the
technologies, there is no commercial availability.

Table 13�6 summarizes the implementation factors that define the status of each
LPWAN technology.

13.4 Functional factors
Finally, there are some factors that affect everyday working of IoT applications, ranging from
the autonomy of the devices to IP connectivity.

Table 13–6 Implementation factors.

LPWAN
technology Coverage

Alliances and
standards

Commercial
devices
availability

LoRa Private/some countries of Europe, America, Asia,
Oceania, and Africa

LoRa Alliance ETSI LTN Very high

SigFox Europe, America, Australia, and areas of Africa and
Asia

ETSI LTN Very high

NB-IoT Europe, North America, Brazil, Argentina, Russia,
China, and Oceania

3GPP High

LTE-CatM Europe, North America, Brazil, Argentina, Russia,
China, and Oceania

3GPP High

SNOW � � Very low
Weightless Private Weightless Special Interest

group
Low

Ingenu-RPMA United States, China, South Africa, and Italy Wi-SUN Alliance IEEE
802.15.4k,g

Very low

Telensa � ETSI LTN Low
GSM-IoT Global (GSM coverage) EC-GSM-IoT Group 3GPP Low
Wi-SUN Private IEEE 802.15.4k Low
DASH7 Private DASH7 Alliance Moderate
IQRF Private IQRF Alliance Low
MIOTY Private � Low
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13.4.1 Energy consumption

Energy consumption, and therefore battery life, is directly related to the time the end-
devices are turned on. LPWAN technologies with higher data rates and more complex MAC
protocols will drain batteries earlier.

All the LPWAN technologies claim that their devices can last for at least 10 years without
replacing the battery, though it is in the best-case scenario, with sporadic transmissions.

13.4.2 Remote firmware updating

In order to facilitate maintenance, security, and update tasks, it is essential that the LPWAN
technologies support remote firmware updating. It is fully supported by LTE-CatM,
Weightless, Wi-SUN, Ingenu-RPMA, DASH7, and IQRF. For LoRa, NB-IoT, and MIOTY, it is
feasible though implies some adaptations. For SigFox, considering its downlink constraints, it
implies higher complexity.

13.4.3 Location services

For some applications, for example, logistics or waste management services, real-time loca-
tion is one of the main assets. Some LPWAN technologies implement their own location
algorithms, making use of the network infrastructure, while others rely on the addition of a
GPS chip.

SigFox geolocation is based on machine learning algorithms that use the received signal
strength indicator (RSSI) from the different base stations and it is available for customers
paying a monthly fee. Similarly, LoRa and DASH7 geolocation mechanisms work when the
message received by an end-device is received by at least three gateways (triangulation
method). As with any cellular network, LTE-M, NB-IoT, and GSM-IoT can make free use of
the chipset mobile location, while increasing precision (with an extra cost) through observed
time difference of arrival. Weightless, Wi-SUN, SNOW, and IQRF offer the option to use RSSI
levels to configure location services.

13.4.4 IP support

IP connectivity facilitates many of the upper layer tasks and eases the interaction of devices
from different applications. Considering the LPWAN constraints (data size, periodicity, asym-
metry, etc.), it is difficult to adapt IPv6 to these technologies. IP connectivity is supported by
LTE-CatM and Wi-SUN, while there are ongoing researches for LoRa, SigFox, NB-IoT, and
Weightless.

13.4.5 Network interoperability

Network interoperability among different regions, that is, roaming, enables the end-devices
to automatically send and receive messages when moving from the home network to a
visited network.
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It is already implemented by SigFox (extra cost), Weightless, Ingenu-RPMA, DASH7, and
IQRF. For LoRa and the cellular network technologies (NB-IoT, LTE-CatM, and GSM-IoT), it
is under development.

Table 13�7 summarizes the other factors related to relevant functionalities of long-range
IoT applications. Remote firmware updating and location services are presented using a
quality score (“1”5worst, “5”5 best), which consider the use of feasibility of using both
functionalities for each technology.

13.5 Comparative analysis
In order to ease the LPWAN technology selection process, this section introduces a compara-
tive analysis among the technologies. The format of the factors is very heterogeneous, vary-
ing from text to numerical values and passing to frequency bands or rating scales. For the
quantifiable factors or those that can be ranked, we have normalized them using a Likert-
style rating system. Additionally, information is depicted using different charts to facilitate
comprehension.

13.5.1 Technical analysis

Fig. 13�1 represents the frequency bands used by each LPWAN technology. It can be
observed that, with the exception of Ingenu-RPMA and Wi-SUN, all the technologies use the
sub-GHz band. The 2.4 GHz band offer less communication ranges, but provides global com-
patibility. The cellular technologies (NB-IoT, LTE-CatM, and GSM-IoT) employ the licensed

Table 13–7 Functional factors.

LPWAN technology
Remote firmware updating
score (15worst, 55best)

Location services score
(15worst, 55best) IP support

Roaming
support

LoRa 2 3 Under
research

Under research

SigFox 3 5 Under
research

Yes

NB-IoT 3 3 Under
research

Under research

LTE-CatM 5 3 Yes Under research
SNOW 1 2 No �
Weightless 5 2 No Yes
Ingenu-RPMA 4 2 Yes No
Telensa 1 1 No �
GSM-IoT 1 3 No Under research
Wi-SUN 5 3 No Yes
DASH7 5 3 No Yes
IQRF 5 2 No Yes
MIOTY 3 1 No �
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900 MHz band, while the other technologies take advantage of the unlicensed ISM bands,
with higher interferences and transmission time constraints.

Fig. 13�2 presents a bubble chart of the technical factors with numerical values: data
rate, range, packet size, and latency. Together with the actual value (e.g., 50 kbps for LoRa

FIGURE 13–1 Frequency bands of LPWAN technologies.

FIGURE 13–2 Values and scores of technical factors.
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max. data rate), we have introduced the quality score (“2”). This factor is calculated, ranking
and ranging the numerical values. We have used a five-level Likert-style rating system,
whereas the “5” corresponds to the best value and the “1” to the worst. Therefore, for high
data rates, the score will be “5,” while for high latency times the score will be “1.”

In order to include in the comparison with respect to the other quantifiable technical fac-
tors, that is, duty cycling and scalability, we present the information using a heat map chart
(Fig. 13�3). This graphic represents the quality scores of all the technical factors that can be
quantified. The last column introduces the average score within these factors. As it can be
appreciated, the best LPWAN technologies in terms of technical factors are LTE-CatM and
NB-IoT, with LoRa leading the rest of the field.

13.5.2 Implementation analysis

Fig. 13�4 presents a bubble chart of the implementation factors related to deployment costs:
nodes and devices, gateway, and data plans. It can be observed how there are some missing
values, represented by “n/a” (not applicable) and “�” (not found/not existing). The
operator-based technologies do not apply for gateway cost. Similarly, the technologies that
require private deployments do not require the subscription to data plans.

In order to compare the different LPWAN technologies according to the implementation
aspects, we have defined quality scores for the following factors: average cost, availability of
tool or development kits, documentation availability, existence of user communities and for-
ums, and availability of commercial devices. Fig. 13�5 represents these scores in a heat

FIGURE 13–3 Heat map of technical factors.
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map, where the last column corresponds to the average score of all the implementation fac-
tors. It can be observed how LoRa and SigFox are the best-ranked technologies, facilitating
the implementation process.

FIGURE 13–4 Values and scores of implementation factors.

FIGURE 13–5 Heat map of implementation factors.
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13.5.3 Functional analysis

Fig. 13�6 presents a heat map of the functional factors: remote firmware updating, location
services, IP support, and roaming. Battery life has not been included, as all the technologies
claim similar duration of over 10 years, and it strongly depends on the constraints of the final
application. At the last column, which represents the average score for functional factors, it
can be appreciated how the best-rated technologies are SigFox, LTE-CatM, Wi-SUN, and
DASH7.

13.5.4 Global analysis

Finally, Fig. 13�7 represents the global score, which is the mean of the technical, implemen-
tation, and functional scores. It can be observed that there is not a single LPWAN technology
above the “4” score, meaning that there is no perfect technology and its selection should
depend on the final application requirements. Nevertheless, SigFox, LoRa, NB-IoT, and LTE-
CatM are the best-rated.

13.6 Use-case examples
As introduced in the previous sections, the different LPWAN technologies have their advan-
tages and their limitations and therefore cannot comply with all the requirements of every
IoT application. In this section, we introduce several use-cases that demand diverse commu-
nication and other inherent characteristics.

FIGURE 13–6 Heat map of functional factors.
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13.6.1 Agroindustry and forestry

Smart agriculture and forestry monitoring applications use low-cost sensors to measure dif-
ferent parameters such as humidity, temperature, wind speed and direction, rain gauge, soil
moisture, or CO2 emissions. These sensors will send small-sized messages with a low period-
icity. Both farms and forest cover large areas, demanding long-range and low-power con-
sumption (i.e., long battery life). Fig. 13�8 shows the heat map for the factors that have
more weight in this type of applications: range, duty cycling (power consumption), and cost.
It can be observed that SigFox and LoRa are the most suitable candidates, as they provide a
higher average score. Examples of real-world implementations are the monitoring of differ-
ent ambient parameters in cow farms in New Zealand rural areas using LoRa [18] or the
monitoring of weather parameters for improving farming in Ireland employing SigFox [19].

13.6.2 Transport and logistics

These applications are characterized by mobility of nodes (including roaming), location ser-
vices and large coverages. Transport applications that depend on information exchange
among vehicles or on management centers to organize traffic, demand reliable high data
rate, and real-time transmissions. Fig. 13�9 represents the heat map of the factors that affect
transport applications: data rate, latency, location services, and roaming. It can be observed
how LTE-CatM and NB-IoT are the LPWAN technologies that comply best with these
requirements (higher average score). Ericsson is implementing an advanced traffic manage-
ment system in Dallas (United States) using NB-IoT [20]. On the other hand, logistics

FIGURE 13–7 Global scores.

300 LPWAN Technologies for IoT and M2M Applications



FIGURE 13–9 Ranking of LPWAN technologies for transport applications.

FIGURE 13–8 Ranking of LPWAN technologies for smart agro applications.
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applications are not so restrictive in terms of throughput and latency. Therefore, range, loca-
tion, and roaming are the defining factors. Fig. 13�10 shows the heat map corresponding to
logistics factors whereas SigFox seems the best option. One example is the use of SigFox
technology for geolocation of sharing bikes in Singapore [21].

13.6.3 Smart city

There is a wide spectrum of smart city applications, ranging from air quality monitoring to
street lighting controlling or traffic management. Air quality monitoring demands the send-
ing of small-sized messages from nodes distributed along the city. Street lighting manage-
ment requires bidirectionality and the sending of many messages at the same time, though it
allows some delay. Fig. 13�11 represents the heat map of the two most deciding factors for
smart city systems: cost and scalability. It can be observed how the LPWAN technologies that
achieve the best average scores are LoRa, NB-IoT, and SigFox, although the last one does
not comply with the bidirectionality requirement. Many cities are opting to deploy LPWAN
networks to offer connectivity as a resource for councils, business, or schools, such as in
Tasmania (Australia) [22].

13.6.4 Infrastructure management

Electricity, gas, or water supply networks are in need of continuous monitoring to prevent
breakdowns and ease maintenance duties. For example, considering the power distribution
grids, various electrical parameters of different network elements have to be measured: for

FIGURE 13–10 Ranking of LPWAN technologies for logistics applications.
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FIGURE 13–11 Ranking of LPWAN technologies for smart city applications.

FIGURE 13–12 Ranking of LPWAN technologies for infrastructure management applications.
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example, optical sensors at substations or electric discharge at high-power towers. For these
applications, the most defining factors are data rate, scalability, and cost. Fig. 13�12 shows
the heat map of these factors, where it can be depicted that the most suitable technologies
are LTE-CatM and NB-IoT. One real-world example is the use of water maters using LTE-
CatM in Texas City (United States) [23].

13.7 Conclusions
Selecting the optimal LPWAN technology for a specific IoT application is not an easy task.
Every technology has advantages and weak points. In addition, every IoT application has its
own requirements, which can be depicted in different factors (e.g., range, data rate, cost,
etc.). This chapter has introduced the most relevant factors, classified by category: technical,
implementation, and functional. Besides, it has established a scoring system, which has
served to rank the LPWAN technologies, both by category and global. The higher-scoring
technologies are LoRa, SigFox, NB-IoT, and LTE-CatM. On the other hand, when observing a
concrete final IoT application (e.g., farm monitoring or smart parking) these rankings should
be adapted to the specific requirements of the IoT application. Attending to these rankings,
which help to facilitate the technology selection process, the best ranked are again LoRa,
SigFox, NB-IoT, and LTE-CatM. However, there are some applications, such as power distri-
bution networks management, where the diversity in location characteristics (power and
Internet connections) and sensor requirement (data rate, bidirectionality), make impossible
the use of a unique LPWAN technology. In those cases, two technologies with different prop-
erties, such as LoRa and NB-IoT, can be combined, implementing a hybrid communication
architecture [24].
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14.1 Self-monitoring solutions, strategies, and risks
The popularity of the low-power wide-area network (LPWAN) concept is continuously
increasing in the IoT world mainly due to its low operating and development cost, its low
power consumption, and its long transmission range. For those key advantages to be
obtained, this concept should trades the low bit transmission rates. The applications, where
the data volume to be transmitted is not large, or the data transmission time is not relevant,
can benefit from LPWAN technology. In addition, the big data application, for example, real-
time health monitoring (e.g., fall detection), can be implemented, deployed, and can benefit
from LPWAN technology by applying Fog/Edge computing together with LPWAN, those real-
time health monitoring applications (e.g., fall detection) [1].

Over the last decade, significant improvements in the wireless sensor network (WSN) field
were achieved. New wireless communication protocols such as long range (LoRa) and
SigFox were designed, implemented, and continuously improved.

One of the most popular LPWAN protocols, with numerous applications implemented
worldwide, is LoRa/LoRa for wide-area networks (LoRaWAN). Developed in France from
2010 onward, it is based on a physical layer with a proprietary modulation scheme owned by
Semtech, a chip manufacturer. The frequency bands it uses are less than 1 GHz—more spe-
cifically 868 MHz in Europe and 915 MHz in the United States. In open wide spaces, the pro-
tocol’s range is up to 10 km. Frequency shift key modulation is one of the possible
modulations to use with LoRa, but the defining LoRa modulation is Chirp spread spectrum
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(CSS) [2]. LoRa is using coding gain, spread spectrum modulation techniques, to improve
the receiver’s sensitivity, and uses the full channel bandwidth to transmit a signal. In this
way, the channel becomes robust to noise and insensitive to the frequency compensations
caused by the use of low-cost crystals [3].

LoRa defines only the lower physical layer of the network. LoRa Alliance is a society spe-
cially created to support LoRaWAN. LoRaWAN was developed to define the upper layers of
the network, and it is a media access control (MAC) layer protocol. However, its role is close
to a routing protocol, acting as a network layer protocol for managing communication
between LPWAN gateways and end-node devices. The LoRa Alliance maintains these
devices. Version 1.0 of the LoRaWAN specification was released in June 2015 [4]. One of the
essential advantages of LoRaWAN is its scalability. Depending on the message size, the num-
ber of LoRa channels, and the number of modulation channels used, LoRaWAN has the
potential of connecting millions of devices.

Similar to LoRa, the Sigfox technology was developed in France and is similar narrow
bands 863�870 MHz in European Telecommunications Standards Institute (ETSI) and
Association of Radio Industries and Businesses (ARIB) regions and at 902�928 MHz in fed-
eral communications commission region [5].

Sigfox protocol is described as “ultra-narrowband (UNB)” and consists of three layers:
frame, medium access control (MAC), and physical. The main advantage of the UNB concept
Sigfox uses is deficient noise levels, leading to minimize power consumption, high receiver
sensitivity, and low-cost antenna design [6]. The one-hop star, topology is used and also a
mobile operator is needed to carry the generated traffic [7].

The signal can quickly cover large areas and can reach underground objects [8].
Differential binary phase-shift keying modulation is used to uplink while Gaussian frequency
shift keying modulation is used to downlink. Only the uplink transmission was used at first
and later the bidirectional communication was developed.

Another narrowband LPWAN protocol that is becoming popular is the narrowband-
Internet of things (NB-IoT) protocol. It is designed for indoor use and high connection
density. Its main advantages are low cost and low energy consumption. Another feature of
NB-IoT is the integration in long-term evolution (LTE) or GSM (under licensed frequency
bands). For example, in LTE, a narrow band of 200 kHz is used. In terms of modulation,
orthogonal frequency-division multiplexing (OFDM) is used for downlink and single-carrier
frequency-division multiple access (SC-FDMA) is used for uplink [9].

NB-Fi is an open protocol that has a similar range in urban areas to LoRa, and it operates
under an unlicensed radio band (also similar to LoRa). NB-Fi protocol was developed by
WAVIoT [10]. The company developed a transceiver for the protocol defining its physical
layer. The main advantages of the transceiver are the low cost, very low-power consumption
and high availability, being manufactured with widespread electronic components. The
topology used is the one-hop star.

Security is one of the critical issues in the IoT fields. Both low-range protocols and
LPWAN technologies are still vulnerable to cyberattacks. For example, the most massive dis-
tributed denial-of-service attack ever recorded was launched through an IoT botnet [11].
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In addition, several IoT devices (cardiac devices, baby heart monitors) presented huge
vulnerabilities that could allow third-party entities to take control of the devices [12].

In terms of security, LoRa uses AES-128 algorithm for message encryption. The network
and application key secure the packets of data. However, a key issue (the length of the mes-
sage being the same before and after the encryption) is making LoRa vulnerable to jamming,
wormhole, and replay attacks.

NB-IoT consists of three layers: perceptron, transmission, and application, inheriting
LTE’s authentication and encryption [13]. Each of the three layers of NB-IoT architecture can
be exploited in different ways. To prevent this, data should be encrypted with cryptographic
algorithms. Sigfox presents additional security through unique symmetrical authentication
key and cryptographic tokens [14].

14.2 Low-power wide-area network technologies for
wearable medical devices

LPWAN technologies are enablers for IoT [15] and are based on radio communication at a
low bit for wearable devices based on smart sensors or actuators.

LPWAN technology allows long-range data communication, low-power computing, and
low cost by reducing the hardware complexity. Most of the LPWAN technologies have a star
topology.

Some of the LPWAN technologies are:

• NB-IoT,
• Random phase multi access (Ingenu Inc.),
• LoRa,
• NB-Fi (WAVIoT) [16],
• GreenOFDM (GreenWaves Technologies),
• DASH7 (Haystack Technologies Inc.),
• Symphony Link (Link Labs Inc.),
• ThingPark Wireless (Actility),
• UNB (Telensa, nWave, and Sigfox),
• WAVIoT, and
• LTE Cat-M1 (LTE-M).

LPWAN technology can be used for medical devices connection over long distances and
is structured by using star topology, mesh topology, or a mixed star-mesh topology [17].

The comparison between short-range networks (SRN) versus LPWAN is presented in
Table 14�1.

In the context of IoT development, wearable devices for personal health monitoring, to
use for inside environment (home, hospitals) scenarios the SRN technologies. In addition,
for outside environment scenarios are recommended LPWAN technologies available in the
range of 11�50 km.
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14.3 Body-centric wireless smart sensors networks
topologies

Body area network (BAN), also known as wireless body area networks (WBAN) developed
within the last 20 years with the sustain of wireless personal area networks [20]. WBAN may
be considered another category of WSNs focused on physiological parameters monitoring
and emergency health care services provisioning [21,22], human activity monitoring, acci-
dents prevention (the so-called connected safety applications [23]), artificial organs and pros-
thetic control [24], or smart textiles and accessories [25].

WBAN applications may use traditional architecture (when only one individual is moni-
tored) or distributed (many individuals are monitored, e.g., in the context of a hospital) [26].

WBAN architectures may be divided into two categories: single-tier and multitier [3,27].
The higher the tier number, higher is the coverage demands. For instance, Tier 1 sights the
intra-BAN communication, where the coverage does not exceed 2 m [28]. Tier 2 is the inter-
WBAN, which may be considered as an interface with Beyond-WBAN (Tier 3), sending data
to Tier 3 directly or through other access points [29]. Finally, Beyond-WBAN is designed to
improve communication with the other areas or institutions (e.g., hospitals) [30].

According to Alam and Hamida [30], WBAN architectures are defined as follows: on-body
(intra-WBAN), body-to-body (inter-WBAN), and off-body (beyond-WBAN).

Manirabona et al. [31] proposed a four-tier WBAN architecture. Table 14�2 resumes the
architectures and briefly describes the functionality of each tier.

Besides other features, the network topology is essential, as it affects the performances of
the WBAN [34] in terms of costs, energy consumption, and latency.

Depending on the purpose of the deployment, different topology approaches were pro-
posed, but all the architectures currently implemented contain at least wireless body nodes.
These nodes can be sensors, actuators, and personal devices [27].

An efficient approach uses different topologies depending on each tier of the architecture.
For instance, Sliman et al. [32] employed a star topology for the Tier 1 (body sensor network)

Table 14–1 Comparison between short-range network and LPWAN.[18].

Short-range network LPWAN

BLE ZigBee Wi-Fi LoRa Sigfox NB-IoT
LTE Cat-M1
[19]

Frequency 2.4 GHz Sub-GHz/
2.4 GHz

2.4/5 GHz Sub-GHz Sub-GHz LicensedGSM/LTE
bands

Licensed LTE
bands

ISM Yes Yes Yes Yes Yes No No
Range 100�400 m 100 m 50 m 15 km 50 km 15 km 11 km
Data rate ,25 Mbps 250 kbps 600 Mbps 50 kbps 1 kbps 250 kbps 1 Mbps
Power Low Low High Low Low Low Low

Note: BLE, bluetooth low energy.
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for its simplicity, while mesh topology is used both in personal area network (Tier 2) for
energy saving and quality of service (QoS) and in the wireless hospital sensor network
(Tier 3) for ensuring the QoS.

In Fig. 14�1, all state-of-the-art topologies are mentioned. Point-to-point (P2P) and star
are single-hop topologies. Alternatively, a two-hop extended star may be used [31]. Also,
mesh, tree-based, chain based, and cluster-based are multihop topologies [21].

P2P topology (Fig. 14�2) is the simplest topology and is usually used when the applica-
tion requires sensor data transmission to a personal device. Ling et al. [34] proposed such a
P2P topology application with energy harvesting capability, which is very important for
increasing the lifetime of the system.

In star topology (Fig. 14�3), every node is connected to a coordinator (central node) that
aggregates the data. Each node sends data within a transmission interval, based on the duty
cycle information received from the coordinator node [36].

As single-hop topology, it can carry life-threatening data, as the latency and data loss may
be reduced [21,33]. Therefore, it can be used for real-time applications. Moreover, star topol-
ogies are energy efficient and more comfortable to deploy (new nodes can be added easily,
and undesired nodes can be removed without difficulty), are extensively used in health care.
Other advantages reside in centralized management and maintenance.

Table 14–2 Proposed WBAN architectures.

Architecture Tier 1 Tier 2 Tier 3 Tier 4

Khan et al. [28] Intra-WBAN Inter-WBAN Beyond-WBAN -
Connects body sensor
units and body
control unit

The interface between the
body control unit and
Internet or cellular
networks

WBAN extension
to the outside
world

Alam et al. [30] On-body Body-to-body Off-body -
Body-worn wireless
devices

WBAN interaction Wireless access
points, servers,
and cellular
networks.

Manirabona [31] Sensor node BAN coordinator Data storage and
processing

Monitor

Source of information Collects sensing data;
receives and prompt
actions from Tier 4

Cloud/dedicated/
web/local
server

Data access, visualization,
analysis; database
interactions;
recommendations

Sliman et al. [32] Body sensor network
(BSN)

Personal area network Wireless hospital
sensor network

-

Impulse radio UWB
sensors

BSNs coordination, data
gathering from BSN

Sensing data
collection,
processing,
and analysis

Note: UWB, ultra-wideband.
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There are several drawbacks, though, mainly because the entire network is dependent on
the coordinator node. In case of a failure of the coordinator node, the network is compro-
mised. In addition, the performances of the coordinator influence the network capacity.
Also, if the nodes are far, they cannot communicate anymore with the coordinator node.

FIGURE 14–1 WBAN topologies.

FIGURE 14–2 Point-to-point WBAN communication topology.
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Mesh topology (Fig. 14�4) is a complex and flexible [37] multihop topology that exhibits
a better performance than star topology in terms of energy consumption, also reducing the
path losses [34]. Mesh topology may be used both in Tier 1 of WBAN architecture to estab-
lish the communication between sensor nodes and coordinator node and in Tier 2 to assure
the link between coordinator and data servers [36].

Mesh topology can be deployed successfully in large networks, concerning star topology
that is more efficient for a reduced number of nodes, but mesh topology is not suitable for
real-time applications [37].

Tree topology is presented in Fig. 14�5. As in the case of mesh topology, it employs mul-
tihop communication. The coordinator node is the node that initializes communication [37].
Each child node sends the data to the parent node (which acts as a router), and the parent
node forwards the data to the next layered parent node or the coordinator node in order to
reach the corresponding parent node of the destination node.

Tree topology is used to limit the power consumption of the network [21]. However, it is
not a reliable topology since the failure of a parent node compromises all its child nodes.

Chakraborty [20] reviewed four different arrangements of tree topology
(Figs. 14�6�14�9). They used the concept of relay network, widely used in wireless net-
works, but less studied in WBANs. In relay networks, the range is considerably increased,
and the energy consumption is reduced.

FIGURE 14–3 Star topology in wireless body area networks.
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FIGURE 14–4 Mesh topology in wireless body area networks.

FIGURE 14–5 Tree topology.



FIGURE 14–6 Cluster-based tree topology.

FIGURE 14–7 Balanced tree topology.



In Fig. 14�6, the topology comprises dense clusters of sensor and actuator nodes aggre-
gated by a relay node. The coordinator node manages all relay nodes. This topology can be
useful in exhaustive monitoring electroencephalography or critical monitoring (postopera-
tively) [21]. As in the case of tree-based WBAN, this topology can be unreliable as it is highly
dependent on the well-functioning of relay nodes.

FIGURE 14–8 Relay node-based star topology.

FIGURE 14–9 Star-mesh topology.
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A more efficient topology can be found in Fig. 14�7. This one is designed to acquire data
from important body sites but can also provide redundant data to increase the reliability of the
network. Thus the WBAN based on this structure may be used in monitoring patients with
Parkinson’s disease [21] and other pathologies that require sensor data from multiple sites.

Another tree-based topology is presented in Fig. 14�8. This structure does not use local
aggregation and acts as a star whose range is extended with the aid of relay nodes. It may be
used for electrocardiography (ECG), and body temperature and acceleration monitoring [21].

Star-mesh hybrid topology (Fig. 14�9) is aimed to enhance the traditional star topology
and is capable of reorganization when a relay node is out of operation. In addition, one
could employ star-mesh hybrid topology to allow communication between WBAN and other
tiers. The topology can meet the requirements for wearable networks and data fusion [21].
This configuration is suitable for emergency cases or in ECG pathologies when the continu-
ous and reliable monitoring of the patient is required.

14.4 Low-power computing versus data accuracy for low-
power wide-area network wearable devices

14.4.1 Low-power computing

Energy saving is a problem of growing importance due to the low-energy utilization and
increasing environmental awareness. However, the challenge of energy optimization is to
assure the accuracy of the energy forecast model [38].

According to the Global Standards Initiative on the IoT, a device labeled as IoT must
meet seven criteria related to sensors: Internet connectivity, processors, energy efficiency,
cost-effectiveness, quality, reliability, and security. In order to be attractive for use in com-
mercial applications, IoT devices need to factor in low power consumption, long distance
communication, and affordability [18].

Low power consumption, low transceiver chip cost, and extensive coverage area are the
main characteristics of the low-power extensive area network (LPWAN) technologies. We
expect that LPWAN can be part of enabling new human-centric health and wellness monitor-
ing applications [39].

LPWAN, which stands for low-power wide-area network, has great importance in the IoT
domain. Most of the IoT projects are based on the following requirements: extended range,
low data rate, low energy consumption, and cost-effectiveness.

Today, many technologies are based on the LPWAN concept. Among the best-known
technologies of this type are Sigfox, LoRa, third generation partnership project (3GPP),
Weightless, Ingenu, WAVIoT, nWave, Telensa, Cyan’s Cynet, Accellus, and SilverSpring’s
Starfish. Applications such as infrastructure monitoring and metering scenarios, or smart
traffic, are the ones that most use LPWAN technology. However, other fields that test the
potential of this technology have recently emerged. These fields include smart health care
and well-being monitoring.
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LPWAN technology makes it possible to increase the distance necessary for the communica-
tion of the sensors and the base stations, up to hundreds of meters or even tens of kilometers.
On the other hand, the complexity of the network decreases proportionally to this distance.

The main reasons why LPWAN technology is so used nowadays, especially in health care
monitoring and well-being applications [40], are the low cost and the low energy consump-
tion for sensors devices.

In technologies such as Sigfox, LoRa, and NB-IoT, the end devices are not being used out-
side the operation; most of the time they are put in sleep mode, and this can reduce the
energy consumption. Although this technique helps to achieve low energy consumption, for
NB-IoT technology, this is counterbalanced by the additional energy consumption caused by
the synchronous communication and QoS handling, as well as the demand for current of its
OFDM/FDMA access modes. NB-IoT technology ensures that the end devices have a shorter
lifetime, as compared to Sigfox and LoRa. However, as a trade-off, NB-IoT devices ensure
low latency.

Regarding LoRa devices, they are divided into several classes: class A, class B, or class C.
Class A is characterized by the fact that the devices of this class start to transmit the packets
at any moment in ALOHA fashion; also, the packets will be transmitted using a channel that
is selected randomly. After the transmission, there are two receiving windows opened by the
sensor node that will be used by the base station to reach the device in the downlink. The
devices of class B are different from those of class A because they have additional periodic
receive slots. Class C devices increase energy consumption by continually staying in receive
mode unless they are transmitting. The devices of class C are used to manage the low-
bidirectional latency, to the detriment of increased energy consumption. In addition, there
are handover-related signaling procedures, specific to LoRa devices, which help saving
energy to the sensor nodes and transmit the packets successfully.

The devices based on the NB-IoT communication protocol use in turn the LTE protocol
and also minimize and make its functionalities better. The LTE protocol is the one which
broadcast the valid information for all end devices from a cell, and it is maintained to the
minimum size and its minimum occurrence while the broadcasting back-end system utilizes
the battery power of each end device and achieves the resources. Accordingly, to all men-
tioned above, the system can be cost-efficient, and the battery consumption small to obtains
up to 10 years of battery lifetime with a transmission rate of 200 bytes per day on average
[41].

Overall, it is recommended to use Sigfox and class-A LoRa devices for applications that
transmit a small amount of data and are not being influenced by the latency. Regarding the
applications that need low latency, there are better options such as the LoRa class-C devices
and NB-IoT.

14.4.2 Optimizing energy consumption

Increasing the number of connected devices, such as sensors and actuators, has emphasized
on low power consumption in wireless communication. Currently, four leading LPWAN
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technologies are available in the market for IoT devices: LoRa, Sigfox, NB-IoT, and LTE
Category M1 (LTE-M). All these technologies are used to connect low-bandwidth devices
with low power consumption and low cost, but there are some differences.

The LoRa system operates at the ISM frequency bands, which makes it an attractive solu-
tion for the IoT and machine-to-machine systems. Its low power associated with the long-
range communication pushes LoRa to the top of the LPWAN technologies. The LoRaWAN
characteristics have a great influence in determining the battery lifetime of the sensor node.
Using LoRaWAN technology can optimize energy consumption by adapting its main
parameters.

NB-IoT, also known as LTE Cat NB1, is an LPWAN technology that works virtually any-
where. It connects simpler and more efficient devices to already established mobile networks
and handles small, rare, bidirectional, secure, and reliable data. It provides meager energy
consumption, excellent penetration coverage, and lower component costs. At present, 29
companies support NB-IoT (including Vodafone and Deutsche Telekom). The 3GPP ecosys-
tem is fully aligned to a single NB-IoT standard using existing mobile network infrastructures.

Digi is the European version of Digi XBee Cellular designed for Cat NB-IoT. Optimized
for Europe’s Vodafone networks, this version of Digi XBee Cellular will enable original equip-
ment manufacturers to quickly and easily integrate reliable, low-cost, low-power NB-IoT cells
into their projects with additional security incorporated. Digi XBee means a complete system
of wireless modules, gateways, adapters, and required software. All of these are designed to
accelerate the deployment of wireless applications for worldwide deployments.

14.4.3 Data accuracy

Most of the projects based on the LPWAN technology require the installation of transceivers
in buildings or even on the ground, which makes the LPWANs to work in hard conditions,
mainly in cities. For this reason, the transmission of data will not always be successful.

Using the NB-IoT protocol allows the user to connect even 100k devices per cell, and
there is the possibility for capacity expansion by adding more NB-IoT carriers. This technol-
ogy uses the quadrature phase-shift key modulation and the method of the SC-FDMA in the
uplink. In the downlink, it utilizes the OFDMA. As a result, we have a limit for the rate of
data to 200 kbps for the downlink and 20 kbps for the uplink. The message can have a maxi-
mum payload size of 1600 bytes [42].

The lowest payload length, 12 bytes, is owned by the Sigfox technology. As a result, to
this payload length, we have a limitation of its utilization on different IoT applications, espe-
cially for those that have to send a large amount of data. However, the significant advantage
of using Sigfox devices is that we can use a single base station to cover an entire city [41].

On the other hand, LoRa devices can send up to 243 bytes of data, and it needs a mini-
mum of three base stations to cover a city because the range is lower than 20 km [43]. In this
technology, the network server has many responsibilities, such as assuring the security, diag-
nostics, filtering the unnecessary packets, and the optimization of data rate for static sensor
nodes.
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14.5 Algorithms for efficient data processing by low-power
wide-area networks

The efficient data processing by LPWAN technologies use several algorithms such as:

• AI algorithms for predictive modeling of the low power wireless communications [44] and
• genetic algorithms for efficient data processing.

The MAC methods used are:

• Carrier-sense multiple access with collision avoidance network algorithm.

If an IoT device wants to transmit data, it must follow the steps below:

1. Listen and check if the wireless network is free or busy (carrier sensing).
2. Start the transmission, based on internal back-off counter.
• Carrier-sense multiple access with collision detection,
• ALOHA network algorithm [45]. The algorithm consists in prioritizing the mode of

sending information by node using the following steps:
1. Send data.
2. Wait for acknowledgment. If not received, go back to step 1.

14.6 Future perspectives of the low-power wide-area
network technologies for medical Internet of things

As the health care industry is in constant change, advances in technology have an essential
role in improving health care. At present, it is becoming increasingly crucial for early detec-
tion and prediction of diseases that may affect public health, health services and capabilities,
and financial budgets. In the future, the development and exploitation of IoT technologies
can lead to the overcoming of existing limits. These challenges are resource management,
network availability, and localization, security and privacy, interference control, massive
number of devices, and hardware constraints.

LPWAN technologies are suitable for applications that require long battery life and infre-
quent transmission. In terms of long-range communications, the main requirements of
health care applications are frequently low-cost communication and services such as remote
patient heart monitoring or ECG monitoring. Although most of the LPWAN technologies are
not capable of offering the same service quality as cellular protocols, they are optimized for
low-cost and high-volume applications. Moreover, for LPWAN technologies such as Sigfox
and LoRa, the end device can enter sleep mode as long as the application requires, due to
asynchronous ALOHA-based protocols. In terms of cellular protocols, energy consumption is
higher because the end device must periodically synchronize with the network at constant
intervals. However, in new cellular protocols (e. q. NB-IoT) the synchronization has been
substantially reduced.
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14.6.1 Network availability and localization

Some of the essential requirements of health care applications are network availability and
localization. An essential advantage of cellular technology is that the existing infrastructure
can be developed to deliver the service. However, this option is not viable for rural or subur-
ban areas that do not have 4G/LTE coverage but only for dense urban environments. For
areas that do not support 4G/LTE coverage, LPWA technologies such as Lora or Sigfox will
be a better choice. In cellular systems, localization is usually accomplished with high accu-
racy and can be achieved by carefully designing and implementing the network. On the
other hand, limited bandwidth and absence of direct path make it hard to get error free-
localization in LPWA technologies. Thus doing accurate localization using LPWA transceivers
only is a challenge.

14.6.2 Resource management

Due to the implementation of many IoT devices, along with an aggressive frequency reuse
scheme, severe interference between adjacent cells is generated, thus degrading the system
performance. In order to provide a suitable solution for IoT health care, the required
throughput, delay, and device density need to be optimized with a novel resource manage-
ment algorithm. Cellular standards that can operate within the LTE band, such as NB-IoT,
will experience interference between cells caused by adjacent cell users. The adjacent Wi-Fi
users or other transmissions will affect the other LPWA technologies that operate within the
unlicensed spectrum band. In the field of health care applications, the data size is quite
small (comprising of few bytes) for applications such as heart rate monitoring, sweating, and
blood pressure. For such applications, cellular technologies such as NB-IoT are not an
appropriate option because of high control channel overhead cost.

In order to obtain lower delays and increased reliability, LPWAN protocols require
changes. Some of these are:

• increasing the subcarrier spacing between the OFDM symbols in order to enable fast and
efficient data transmission;

• redesigning physical channels in order to enable early channel estimation,
• providing fast and reliable decoding of data transmission by using convolution codes and

block codes for control channels; and
• improving the reliability and availability of signal detection and decoding.

14.6.3 Security and privacy management

In order to meet the needs of IoT applications, the combination of multiple technologies is
required. To choose which technology to use for a specific application, the application’s
requirements, implementation scenarios, and cost should be considered. Both cellular and
noncellular LPWA technologies have different advantages and disadvantages. Thus, in the
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future, they may be implemented together in order to mitigate the disadvantages and
combine the advantages [46].

14.6.4 Support a considerable number of devices

In the future, it is expected that LPWAN technologies will connect tens of millions of IoT
devices that will transmit data through shared radio resources, which are unfortunately lim-
ited. The density of devices located in different geographic areas, as well as the cross-
technology interference, hampers limiting resource allocation.

In order to address problems caused by limited resources within LPWAN technologies,
different research paths can be approached. These include the use of channel diversity,
opportunistic spectrum sensing, adaptive transmission strategies, or nonorthogonal multiple
access schemes. If multiple multimode antennas are used at LPWAN base stations, the diver-
sity gain or the data rates of specific IoT devices located in the coverage area of the base sta-
tion can be significantly increased.

14.6.5 Interference mitigation

In order to increase the performance of LPWAN networks, interference issues should be
addressed. To solve this problem, the reduced complexity and energy efficiency of traditional
cellular networks could be used, as well as innovative interference compensation techniques,
depending on the capability of the IoT devices.

14.6.6 Hardware complexity

In general, requirements on product cost, flexibility, device size, and energy efficiency lead
to the use of simplified radio architectures and low-cost radio circuits [38,47�49]. Thus the
direct conversion radio architecture of these systems reflects a viable front-end solution for
LPWAN networks, as it does not require either external frequency interference filters or
image rejection filters [38,47�50].

14.7 Conclusions
The LTE-M is part of Release 13 of the 3GPP standard to reduce power consumption, com-
plexity, and costs, to provide more in-depth coverage to reach difficult locations (e.g., deep
inside buildings). The LTE-M standard will improve NB-IoT in terms of bandwidth and has
the highest security among LPWAN technologies.

In conclusion, all those technologies can be used in the IoT field. NB-IoT will offer a high
QoS with low latency. In addition, if the application needs a high coverage, Sigfox or LoRa
technology can be used, with low cost, infrequent communication rate, and very long battery
lifetime. They can also be used for reliable communication if the devices work at high
speeds.
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More than that, LoRaWAN technology is beneficial when it comes to implementing
indoor communications, even communication links over 300 meters, for human-centric
applications, such as physical activity or location tracking, various vocational well-being and
staff management applications, or applications for monitoring the pets.
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15.1 Introduction
According to the UN report [1], 55% of the world population live in urban areas and it is
projected to grow to 68% by 2050. Many countries are adopting smart cities approach to
address the urbanization challenge by integrating cyber-physical system technologies with
city infrastructure toward improving the overall quality of life in a sustainable manner [2].
Government agencies and municipalities worldwide deploy wide-area network infrastructure
to collect data and analyze it to provide advanced applications such as smart energy, smart
transportation, smart health care, smart water management, smart waste management, and
smart governance. LoRa technology is considered to be one of the enablers that contributes
to smart city solutions.

With the advent of LoRa (the radio technology) and long-range wide-area network
(LoRaWAN) (the underlying networking protocol) in 2012 by Semtech, two important pro-
blems have been addressed, that is, long-range and low-power communication. Owing to
LoRa’s sub-GHz band of operation (433�1000 MHz) and underlying proprietary chirp spread
spectrum (CSS) modulation technique with a maximum link budget of 157 dB and a high
sensitivity of 2137 dBm, the signals are capable of traveling through buildings and are capa-
ble of being demodulated despite heavy fading and degradation. This paves way for fewer
base stations/gateways to receive signals and employ smaller antennas.

One of the major advantages of LoRa is its ease of deploying an operational network
through easy onboarding of end nodes, LoRa gateways, and establishing connectivity to a
network server. This aspect has allowed public aggregators such as The Things Network [3]
to cover large swathes of urban environments in cities with a publicly accessible network for
radios, so developers can focus more on their applications. Contrasting LoRa with other
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multihop mesh networks such as IEEE 802.15.4 (2.4 GHz), issues related to campus-scale
deployment has been studied in Ref. [4]. In this paper, the authors pointed out unlike LoRa,
higher battery consumption and short range of the mesh networks as the limiting factors in
the campus deployment.

While LoRa offers long-range communication, deploying large-scale Internet of things
(IoT) network that covers the entire city poses challenges for radio propagation due to the
lack of line-of-sight (LoS) communication especially in environments dominated by dense
foliage and interspersed buildings. In this chapter, we focus on such radio environment and
present our results obtained from the experimentation carried out to study LoRa perfor-
mance in our campus at Indian Institute of Science (IISc), Bangalore, that mimics this set-
ting. We present the results of our campus experimentation and offer insights and analysis in
Section 15.3.

In city-scale IoT deployments where multiple networks of different kinds coexist, there is
a need for an interoperable middleware that interfaces to servers servicing devices running
on different radio technologies. For a city that would like to make some of its publicly
deployed sensors to become discoverable, there arises a need for a city-scale central platform
that allows for these resources to be searched and acts as a single point of contact for data
ingression. We discuss, in Section 15.4, the integration of our LoRaWAN deployment closely
with India Urban Data Exchange (IUDX) [5], which allows for sensor/resource discovery and
a seamless way of accessing data.

An often overlooked aspect of network deployment is network maintenance and seamless
access to debug and audit certain network parameters. In this regard, we go into detail in
Section 15.4.2 on our network management system (NMS) and highlight the importance of
having one.

15.2 LoRa, radio, and network
In this section, we give an overview of the technology covering both LoRa’s physical layer
and LoRaWAN’s open standard.

15.2.1 LoRa modulation basics

LoRa corresponds to the physical layer for radio communication, which supports the use of
media access control (MAC) protocols such as LoRaWAN, Symphony Link, and MoT: MAC
on Time on top of it [6]. We use LoRaWAN as the network protocol with LoRa which is opti-
mized for battery-powered devices and offers long-range communication link in the sub-
GHz (400�1100 MHz) band. The network is typically laid out in a star of star topology with
the device’s radio (node) communicating to a gateway which relays messages to the orches-
trator (network server).

Communication between the node and the gateway is spread out on different frequency
channels and modulating data rates. LoRa uses a proprietary spread spectrum modulation
scheme that is derivative of CSS modulation [7]. CSS-modulated waves have chip signals
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represented by chirps that spreads the information signal across its bandwidth. These chips
are usually up-chirps of a fixed bandwidth usually between 4 and 500 kHz. This scheme
allows for a total of six modulation schemes or data rates commonly called as spread factors
(SFs), ranging from SF7 to SF12. The data rates of SF12 modulation typically are around 0.2
kbps, whereas data rates of SF7 modulation are around 5 kbps. There is further forward error
correction which provides additional coding gain, reducing the overall bit rate. In this sec-
tion, we discuss some key formulations that play an important role in determining the
desired network, especially the packet air time and bit rate.

15.2.1.1 Bit rates
The bit rate for a given SF is given by:

Rb 5 SF � BW
2SF

� CR (15.1)

where

Rb5Bit rate offered by the LoRa signal,
SF5 Spread factor C {7, 8, 9, 10, 11, 12},
BW5Chip signal bandwidth, and
CR5Coding rates C {4/5, 4/6, 4/7, 4/8}.

A message is composed of a combination of 2SF symbols that are spread across many fre-
quency levels. There is an inverse correlation between SF and distance at which the signal
can be decoded. Clearly, a larger SF, for example, SF12, spreads the signal into 212 different
chips when compared to SF7 which spreads the data signal into 27 signal chips, making SF12
more robust to interference and fading-based deterioration of the signal. The caveat with
long range is the slow bit rate. The effects of this spreading is discussed in Ref. [8].

15.2.1.2 Packet air time
Each SF also determines the air time occupied by the signal to completely transmit a
message.

Tsym 5
2SF

BW
(15.2)

where Tsym is the symbol time. With every CSS modulation scheme, there is a need to syn-
chronize the receiver and transmitter radios. This synchronization is achieved by a lock on
the packet’s prefixed n preamble symbols transmitted. Every packet is transmitted first with a
preamble to synchronize the radios; the packet time a symbol takes to transmit is given by:

Tpreamble 5 ðnpreamble 1 4:25ÞTsym (15.3)

where
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npreamble5Number of symbols constituting the preamble, and
Tsym5 Symbol time as given in Eq. (15.2).

The extra 4.25 symbols are reserved to indicate the end of a preamble sequence.
The maximum number of symbols that constitute the packet payload is given by:

npayload 5 81max ceil
8PL2 4SF 1 281 162 20H

CRðSF 2 2DEÞ

� �
; 0

� �
(15.4)

where

PL5Number of payload bytes,
H5 0 if addition LoRa header is present, 1 if not,
DE5 1 when low data rate optimization is enabled, and
CR5Coding rates C {4/5, 4/6, 4/7, 4/8}.

Header H is the low-level header which indicates the type of coding rate used, the pay-
load length, and cyclic redundancy check. DE is a mode intended to correct for clock drifts
in SF11 and SF12. Therefore,

Tpayload 5npayload � Tsym (15.5)

With these, we can now define total packet time as

Tpacket 5Tpreamble 1Tpayload (15.6)

We will see in further sections how these equations affect a network deployment.

15.2.2 Long-range wide-area network protocol

LoRaWAN is the network management scheme commonly used by all LoRa nodes to ensure
scalable and sustainable deployments of nodes on LoRa networks, ensuring secure commu-
nication and reliable management of available bandwidth and channels [9].

15.2.2.1 Long-range wide-area network nodes
LoRaWAN nodes are broadly classified into three categories based on the power optimiza-
tion scheme of transceivers employed. Class A devices are bidirectional end-devices which
wake up from deep sleep to transmit an uplink packet and then turn off after a fixed recep-
tion window where it may receive a downlink packet from the server (ALOHA), making it the
most power consumption�optimized class. Class B devices are bidirectional end-devices
with scheduled receive slots. This is also a power-optimized category but transmissions/
receptions are on fixed time slots instead of random ALOHA slots. This enables periodic/slot-
ted reception on the end node possible in cases where the device has less to transmit but
more to receive and actuate upon. Class C devices are the least optimized for power con-
sumption and have their receive windows open always. This category most suits applications
where a request�response styled behavior on the downlink is desired.
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Since LoRaWAN in most countries operates on the free and unlicensed spectrum, there is
great impetus on the fair use of channels by the end nodes and applications. Therefore all
channels are duty-cycled and allowed to transmit only a limited number of times in a day.
This applies moderately to uplink from the nodes to gateways but a lot more to downlink
from gateways to the nodes, since there are fewer (only one fixed downlink channel) for all
nodes. It is to be noted that in most deployments, Class A and Class C devices are preferably
used because Class B devices require strict synchronization between all the gateways and
radio nodes of the system.

15.2.2.2 Long-range wide-area network channel management
LoRaWAN with its available 2 MHz bandwidth (865�867 MHz in India), the most commonly
used channel plan is to split this into three pseudo-randomly selected uplink 1 downlink
channels and one fixed downlink channel. Each of these channels are of 125 kHz bandwidth
each. Sufficient guard-band intervals are allowed to prevent interchannel interference. There
are limits on scalability owing to just 2 MHz of unlicensed spectrum allocated.

The high demand of unlicensed spectrum used by LoRa leads to heavy contention by the
devices. To support many devices in LoRaWAN, there is a duty cycle imposition capping the
packet transmission frequency. There are three duty cycle regimes that are employed, 1%,
0.1%, and 0.01%, depending on the packet air time taken and the transmit power used. The
amount of time between subsequent transmissions is given by:

Tnext 5
Tpacket

DutyCycle
2Tpacket (15.7)

where Tpacket can be obtained from Eq. (15.6), implying that for the best range using SF12
and a maximum packet size for this SF being 51 bytes, it would take around 2 seconds for
the packet to be transmitted. Therefore the next transmission on the typical 1% duty cycle
band would be 3 minutes later. For downlink messages from the server to the node, the duty
cycles are even more stricter at 0.01% duty cycle (due to a single fixed downlink band) imply-
ing around 10 downlink messages per day (SF10 only).

The channel capacity for LoRa networks is discussed in detail in Ref. [10], where it is
shown that for a 500 device system with three channels running on a 1% duty cycle scheme,
the maximum throughput is 84 packets per node per hour (each message of 51 bytes). Ref.
[8] gives a detailed discussion on outage and coverage probabilities, which indicate the prob-
abilities that a message be received or missed, respectively. It therefore becomes crucial to
optimize channel utilization and selection. To address this, LoRaWAN allows for an adaptive
data rate (ADR) scheme to be used, which would enable the network to determine the opti-
mum SF for the nodes to use. Nodes can further fragment messages to transmit longer infre-
quent messages.

15.2.2.3 Long-range wide-area network gateway
LoRaWAN gateways are practically dumb packet forwarders in the architecture whose role is
to simply forward packets to its affiliate LoRa network server through a secure transport layer
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security based message queuing telemetry transport connection. Configurations on the gate-
way need to be made to set the proper channels and TX power lookup tables to ensure com-
pliance with the spectrum policy of the country and to comply with the device’s channels.
Apart from these, the gateways have no knowledge of the devices in the network.

15.2.2.4 Packet encoding with Protobuf
An important aspect in LoRaWAN communication is the payload size. In a related work [11],
the authors proposed a schema for communication with the smart street light, which is based
on JSON owing to its properties of self-description and sheer readability. However, due to
LoRaWAN packet size limitations, we see that sending a JSON data representation for the sen-
sor values on the uplink and actuation commands on the downlink is bandwidth-inefficient,
due to unnecessary usage of characters such as “{” and “,” . To minimize the payload size
which in turn reduces the bandwidth requirements, a process of data serialization is per-
formed on the payload. The choice of data serialization format for an application depends on
factors such as data complexity, need for human readability, speed, and storage space con-
straints. BSON, YAML, CBOR, Avro, MsgPack, and Protobuf are some commonly used data
serialization formats. A comparison of these can be found in Ref. [12]. We use Google’s
Protobuf and its embedded library nanopb [13] for encoding and decoding messages. This
involves defining a proto file that represents field names with byte “flags” and involves varint
encoding for most data types. An example proto file we used in our smart street light applica-
tion is provided in Ref. [14]. At the receiving end, the same proto file is used to reference the
memory location of a field in the message body and decode the message to JSON.

15.2.2.5 LoRa network server
The bulk of routing and device management is undertaken by the network server. The net-
work server provides advanced encryption standard based key management to ensure secure
communication, device address management to ensure correct activation with session man-
agement of context and keys, ADR to ensure proper channel selection, duty cycling, and gate-
way packet de-duplication to ensure multiple packets from the same device coming in from
different gateways aren’t logged separately. An application server is colocated with this net-
work server which deals with device/user management and provides interfaces to make the
devices data available to users having appropriate credentials. Fig. 15�1 summarizes LoRa
network topology showing sensors at different distances in regions A and B with two well-
separated noninterfering gateways, their probable SFs, and respective next packet transmit
times for an uplink and downlink message.

15.3 Performance in real-world long-range wide-area
network deployment scenarios

In this section, we focus on the network deployment specifically at IISc, its performance,
means, and metrics to ascertain the network coverage. We briefly mention some of the other
LoRaWAN global deployments.
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15.3.1 Campus-wide long-range wide-area network deployment

We conducted an experiment inside the IISc campus having a continuous layer of foliage,
housing a few buildings beneath the canopy. Fig. 15�2 shows a satellite terrain view of the
campus with region A depicting the area of experimentation of network coverage.

The position of the gateway is indicated and it is clear that only few spots lie in the LoS of
the gateway with heavy interference from the thick foliage of the campus. Region B depicted
in the figure is the surrounding area in the vicinity of the IISc campus, which is an urban
area with mainly residential dwellings and very little tree cover. This offers a stark contrast
between the conditions described in previous experiments describing an urban environment
(like region B).

15.3.1.1 Experimental setup
For our experiments, one among the two gateways in IISc campus was turned on and this
was located at the terrace of a five-storied building at a height of approximately 20 m.

The gateway used here is Kerlink Wirnet 868 MHz station [15] with an antenna of
gain 3 dBi and an Ethernet backhaul to the network server. The end node used was
IMST’s im880b [16] which are equipped with a Semtech SX1272 transceiver and a 3 dBi
antenna. The end device was mounted on to a tripod and was taken to different loca-
tions in the campus. The transmission power of the end device was set to 14 dBm.

FIGURE 15–1 LoRaWAN network topology.
LoRaWAN network topology showing two gateways covering different regions A and B. Also shown, a few end
nodes at different distances with the choice of SF and its effect on the duty cycle.
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Coding rate was set to the standard 4/5 which is most prevalent. Bandwidth was the
standard 125 kHz that is generally prescribed in European and Indian bands. Packet
acknowledgment and retransmission were turned off. The test was performed on SFs
SF7�SF12 by transmitting 30 packets of size 51 bytes (MAC) to the network server from
each SF. Packets thus transmitted were received by the LoRa network server [17]
(namely, the gateway) and packet specific information such as the received signal
strength indicator (RSSI) and the signal-to-noise ratio (SNR) were logged. A special case
with LoRa is that packets can still be decoded when its SNR is below 0 [8]. In this case,
RSSI5RSSI1 SNR.

By the end of transmission of the 30 packets, a packet error rate (PER) could also be
derived. The network coverage heatmap for the region of interest (within campus limits) was
obtained by statistical cubic interpolation across the RSSI values logged at different regions.
The path loss curve was obtained by curve fitting. We have also made the code for this
available [18].

FIGURE 15–2 IISc campus satellite view.
A satellite view of the campus showing the dense forest cover and interspersed buildings. In contrast, a dense
urban area is shown, which is typically the subject matter of most studies.
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15.3.1.2 Measurements on SF7
With reference to Eq. (15.1), we find that on substituting SF5 7 makes Rb5 5468 bits/sec-
ond. With reference to Eq. (15.2), we find Tsym5 1.024 ms. Since 51 MAC bytes were used,
we obtain from Eq. (15.4), npayload5 88 symbols in total, for which maximum air time would
be Tair5 102 milliseconds. From Eq. (15.7), we obtain time between subsequent transmis-
sions to be Tnext5 10 seconds. This means that the end node can transmit data at the highest
bit rate and occupy the lowest time for that band with the caveat of reduced range owing to
fewer encoded chips. As seen in Fig. 15�2, with the gateway shown as a triangle, regions
around it (100 m) have excellent PER rates (nearly 0%) and good RSSI (nearly 280 dBm).
Fig. 15�3 shows the network coverage map for SF7. Regions (A) and (B) show the gradient
along which signal predominantly propagates, owing to low lying buildings and parting in
the foliage to allow for roads. Region (C) faces large PER (96%) and low RSSI (2130 dB).
Surprisingly, region (D) faces better PER and higher RSSI. This is because of a tall building
in its vicinity which is causing a fringing effect and offering a reflected LoS to the gateway.
Region (E) is in the shadow of the network owing to large concentrations of high-rise
(41 storied) buildings in its vicinity. Overall, SF7 offers a maximum range of around 350 m.

15.3.1.3 Measurements on SF12
With reference to Eq. (15.1), we find that on substituting SF5 12 makes Rb5 292 bits/
second. With reference to Eq. (15.2), we find Tsym5 32.768 milliseconds. Since 51 MAC bytes

FIGURE 15–3 SF7 network coverage map.
Network coverage for SF7 range is limited to a 200 m radius around the gateway.
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were used, we obtain from Eq. (15.4) npayload5 53 symbols in total, for which maximum air
time would be Tair5 2138 milliseconds. From Eq. (15.7), we obtain time between subsequent
transmissions to be Tnext5 213 seconds. This means that the end node can transmit data for
the largest distance (due to data being spread over 212 number of chips) with the caveat of
occupying the channel for a longer period of time. Clearly, regions around it (300 m) have
excellent PER rates (nearly 0%) and good RSSI (nearly 2100 dBm). Packets transmitted at
SF12 are decoded at very low RSSI values. As expected, a significantly larger area can be cov-
ered using SF12. Fig. 15-4 shows the network coverage map for SF12. As with SF7, even for
SF12, regions (A) and (B) show the gradient along which signal predominantly propagate.
We can also see that region (C) now has good coverage (RSSI52115 dB, PER5 10%).
Region (D) exhibits interesting behavior; note that there are regions where the PER is 0% but
the quality slowly degrades over a very small region. We believe this is because of a tower
(20 m) that is in direct LoS with the gateway. The tower now exhibits fringe effect, which
causes electromagnetic (EM) waves transmitted from region (D) to reflect off of it and render
itself to the gateway, though there is no clear LoS. Region (F) also exhibits good network cov-
erage with PER of less than 10% in some regions. This is because of an occluded LoS from
the gateway and the existence of a straight road along the gateway which guides the wave
toward the gateway. Overall, the maximum range was observed to be 860 m.

15.3.1.4 Range and packet error rate for SF8�SF11
For the sake of brevity, we have only shown results of SF12 and SF7. Our experiments show
that the range of network gradually increases with increase in SF and the PER for peripheral
regions in each SF becomes smaller. In SF11 (comparing with Fig. 15�4), it is observed that
region (G) is not covered by the network and region h experiences a PER of .80%. In SF8
(comparing with Fig. 15�3), it is observed that region (D) comes under the network coverage
and PER of region C decreases to ,80%. Likewise, the trends for SF9 and SF10 become
increasingly better.

15.3.1.5 Path loss estimation
An important parameter that indicates the nature of the propagation environment is the
path loss exponent γ. Considering the Friis equation for free-space propagation of an EM
wave from [19],

Pr 5Pt
GrGt

L
λ
4π

� �2 1

d

� �γ

(15.8)

where

Pr and Pt5Received and transmitted power, respectively;
Gr and Gt5Gain of receiver and transmitter antenna, respectively;
L5 System loss (attenuation) such as insertion loss, and matching loss;
d5Distance between the receiver and transmitter antenna;
λ5 c/f, where f5 865 MHz; and
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γ5The path loss exponent.

Converting to decibels, and substituting for our test setup Gt5Gr5 3 dBi, insertion loss
of 0.5 dB for antenna and 0.5 dB matching loss at worst, Pt5 14 dBm, f5 865 MHz, we get

PrðdBmÞ5 192 10γlog10ðdÞ (15.9)

We now empirically find the path loss exponent γ by fitting the above equation (using the
Levenberg�Marquardt method) to the data we collected as shown in Fig. 15�5. For this
experiment, we chose only SF12 measurements, since path loss is not affected by the modu-
lation scheme.

With γ5 5.616, we can clearly see how much of a harsh environment the campus is for
LoRa signals. This is mainly because of heavy scattering of signals due to trees and very little
reflections. A similar experiment over a smaller region was conducted in Ref. [4] where path
loss exponents for less-dense regions in the IISc campus are provided.

15.3.1.6 Campus deployment: key observations
As a result of our experiments, we arrive at the following conclusions.

• The best range LoRa radios (14 dBm TX Power, 3 dBi antenna gain) can offer is 0.8 km in
campus with thick foliage.

FIGURE 15–4 SF12 network coverage map.
Network coverage for SF12 range is limited to 800 m and good PER rates for areas closer than 500 m.
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• Path loss exponent γ for the campus is 5.616. This indicates that the campus is a very
harsh environment for signals to propagate. Keeping this in mind, we increase the
deployment density of gateways around “quality-of-service (QoS)-Shadow” regions to
offer better coverage.

We provide below a few guidelines that a network service provider would need to keep in
mind while deploying their network.

• To determine how many gateways a region requires, a thorough field survey with an end
node needs to be made for all SFs. Usually, one would go with the manufacturers’ claims
that LoRa affords 10 km range but we have found this to not be true in urban settings.

• It is possible that a region may face lesser PERs despite no clear LoS to the gateway, and
despite being further away radially than a region with higher PERs. This is because of the
topology of that region, reflected LoS components, etc. at that region.

• Placement of the node/gateway plays an important role in network coverage. Gateway
height should be as high as possible making sure that a clear LoS is available to all nodes.
There should be no obstacle in the near field of node or gateway (along the LoS). Node
and gateway antennas should be oriented in such a way that their field of maximum
radiation align with each other.

15.3.2 Note on scalability and drawbacks of long-range wide-area
network under dense foliage scenario

Our experimentation in the campus has given us key insights on scalability and performance
aspects of LoRaWAN in dense foliage radio environments within a city. Our experimentation,

FIGURE 15–5 Received power (dBm) versus distance.
Estimated received power through empirical curve fitting. We find that γ55.616 for the campus (having heavy
foliage cover).
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as was mentioned in Section 15.3.1.3, has shown that a radio range of around 500 m is the
expected radio range with 10% PER with the LoRa device operating at SF12. This crucial
result throws light on the scalability of LoRaWAN in terms of cost, performance, and opera-
tional management. For a city-scale deployment, the range of around 500 m between device
and gateway demands more gateways to be deployed, and the SF of SF12 results in less
number of devices per gateway for a given duty cycle [10]. All this leads to higher installation
costs and operational expenditure.

For a scalable deployment with regions of urban foliage, careful network planning involv-
ing optimal gateway placement that minimizes the cost while improving the radio coverage
and the selection of appropriate applications that can tolerate low duty cycle operation are
essential.

15.3.3 Other global long-range wide-area network deployments

As mentioned earlier in Section 15.3, below are some of the other LoRaWAN global
deployments.

15.3.3.1 Bologna, Italy
The network deployed in Bologna [20] for server applications such as environment monitor-
ing was focused on two districts, Saragozza and Navile, with one gateway at each location.
Radios used had 3 dBi gateway receiver antenna gain and 2 dBi transmitter antenna gain with
signals transmitted at 14 dBm TX power. At Saragozza, a region with fairly low-height build-
ings and near LoS from the position of the gateway positioned at 71 m above ground level, it
was observed that the maximum range obtained was in the order of 1�2 km for SF12.

15.3.3.2 Paris, France
The network was deployed in a suburb of Paris [21] with fairly low lying buildings with clear
LoS between gateway and end nodes. The radios again had similar antenna gain parameters
to the ones used in Bologna. It was observed that a maximum range of around 2.5 km was
obtained in a LoS path.

15.3.3.3 Bangkok, Thailand
The experiment [22] was composed of one end-device, one gateway, and one server with
MQTT protocol. The gateway and end device were from Libelium with the gateway antenna
having a 5 dBi gain and end device with a 4.5 dBi antenna. The results of the experiment
show that the range is only up to 2 km in outdoor rural area and 55�100 m in an indoor
urban environment.

15.3.3.4 Lille, France
The network was deployed at the Scientific Campus of the University of Lille in the North of
France [23]. The end device used here was a Libelium Waspmote with antenna gain of 4.5
dBi and the gateway used was a Kerlink Wirnet 868 MHz station with gain of 3 dBi and was
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situated at the first floor of Building in the campus. The results of the experiment showed
that LoRaWAN provides good performances over the major part of the Campus over a dis-
tance of 1.2 km. Poor signals are due to the presence of high-rise buildings, which disturb
the local quality of data transmission.

15.4 Internet of things middleware for smart cities
In the case of a smart city IoT network deployment, LoRaWAN has to coexist with networks
of various kinds such as SigFox and Zigbee. In addition, network servers of this kind don’t
take into consideration discovery of other LoRa networks and the geographical and network
management contexts of constituent LoRa nodes which could facilitate in network planning
and management. Network servers also cannot report quality of the sensors interfaced by the
radio which would aid in sensor prognostics.

In this regard, our implementation details a second server, the smart city middleware
which interfaces with network servers of different protocols such as LoRa, Zigbee, and NB-
IoT and plugs the void between radio management and sensor/device management. It is
required that these servers make their data access interfaces known and available to ensure
seamless and interoperable data brokering as shown in Fig. 15�6.

15.4.1 Aspects in Internet of things network deployments

Typical low-bandwidth network implementations present a siloed approach of an IoT system,
wherein all devices follow one kind of radio technology, for example, LoRa. For instance,

FIGURE 15–6 Interoperable network architecture.
An interoperable network architecture showing how devices running on different network modalities can be
accessed from a common middleware.
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a device on Wi-Fi cannot communicate with another device on LoRa. This prohibits applica-
tions running on one platform to consume sensor information from devices on another plat-
form. To address this limitation, we have developed a middleware framework, IUDX [5], that
enables applications to work with devices on heterogeneous networks. IUDX offers features
such as data queuing over a Pub-Sub broker (publish-subscribe), data storage, security, and
APIs to make application development simple. It specifies modalities of interactions, that is,
the query language, semantics, and keyword definitions that are well defined and regulated.
In the context of LoRaWAN, the process typically involves a thorough description of the
LoRaWAN-based resources including static attributes such as the resource’s ID, application
server, resource location, and provider of the resource, and data attributes such as the sensor
values, sensor units, and the sensor data range. Additional GIS information of the topography
of the region where the nodes are deployed can be obtained through discovery features made
available through a catalog.

IUDX expects payloads to purely be in JSON format; therefore it is important to have a
component that does this translation from Protobuf. Onboarding to IUDX then involves writ-
ing a software module adapter that maps application program interfaces (APIs) from one
particular type of network server to the IUDX’s APIs.

An adapter is essentially a software entity residing in the middleware that is a client to
both the middleware and the foreign platform (e.g., private LoRa network server). Its role is
to consume sensor data from the foreign platform and publish it into IUDX and similarly
extract data from IUDX and publish it to the devices on the foreign platform. Further, it has
the ability to process this data and make it usable by either platforms. Fig. 15�7 shows an
adapter that does the Protobuf to JSON conversion for messages originating from the street
light on the foreign platform side and JSON to Protobuf conversion for street light actuation
commands from applications on IUDX. It can even download the encode/decode descrip-
tions via entries made in a catalog on IUDX at the time of device registration and generate
the required classes to perform data conversion.

15.4.2 Long-range wide-range area network operation and
management

As mentioned earlier, IUDX makes it possible to dispatch device maintenance teams by inte-
grating sensor stream analytics (which could detect a faulty sensor) to the LoRa network
management suite. In addition, sensor refresh (upload) rates can be controlled on an on-
demand basis with inputs from the sensor stream analytics. The operational and manage-
ment aspects of LoRaWAN include the ability to configure the LoRa network to meet end
application demands, monitor the network status and performance, perform quick fault diag-
nosis, and minimize service disruption with predictive maintenance. To achieve these essen-
tial objectives, ISO recommends the FCAPS model [24] - Fault management (F),
Configuration management (C), Accounting management/Administration, Performance
management (P), and Security management (S). Fig. 15�8 shows a gateway management
infrastructure considering the above mentioned FCAPS model.
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15.4.3 Configurable parameters

For configuring and optimizing the performance, LoRaWAN offers various configurable para-
meters such as SF, coding rate, bandwidth, operating channel, transmit power, and an ADR
mode for devices and gateways.

FIGURE 15–7 Adapter architecture overview.
Solving the interoperability problem through adapters, which acts as a client to both the middleware and the
network server, converting packet format where necessary.

FIGURE 15–8 Gateway infrastructure management.
IoT network infrastructure supporting network agnostic gateway infrastructure management.
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In our implementation, the configuration is done at the LoRa network server over
RESTful APIs. The server then pushes the configuration to the LoRa gateways and subse-
quently to node over a secure MQTT channel.

15.4.4 Network management

Performance management enables building a reliable system by monitoring performance
parameters in real time and predict failures, thereby aiding in minimizing the downtime and
maintaining the QoS of the end applications. This section outlines the mechanisms and
methods for collecting system-level operational telemetry from various LoRa entities, proces-
sing, analyzing, and visualizing of operational telemetry data, and publishing it to authorized
consumers.

The main parameters that determine the performance of LoRa are RSSI, SNR, SF, packet
delivery ratio. Monitoring these parameters help the network operators to provide reliable
and timely data to the end applications and thereby ensure QoS. The operational telemetry
can further be processed at NMS.

The NMS performs system telemetry operation by (1) monitoring various parameters of
interest pertaining to devices, communication network infrastructure, and systems; (2) alert-
ing; (3) report generation; (4) dash-boarding, (5) data visualization through time-series plots,
and so forth. For LoRaWAN, it is also important to take spacial and temporal information
into consideration. The operational telemetry while assisting in the routine troubleshooting
and making performance measurements also assists in predictive maintenance and resource
planning with the help of analytics.

Due to current lack of standardized and comprehensive management framework, LoRa
operations and management system is expected to work with a vendor specific framework.
In our implementation, we used commercial edge controller [25] software with customiza-
tion to process the operational telemetry data received at the LoRa gateway. The gateway fur-
ther pushes the telemetry data (as header section of the data payload) to LoRa server. The
LoRa server offers RESTful API to retrieve the telemetry using which we developed a dash-
board and visualization systems using LoRa telemetry data. As shown in Fig. 15�8, the pres-
ence of an interoperability layer such as IUDX streamlines such integration.

The fault management in a network deployment includes fault detection, fault isolation,
and fault resolution of network devices and their connectivity. For accomplishing this, it is
important for an IoT network service provider to have continuous access to their remotely
located gateways which might be LoRa gateways, Zigbee border routers, and so on, In a
practical scenario where a LoRa gateway is connected to a 4G/long-term evolution network
backhaul, which is often assigned a dynamic IP address, it is hard to access the gateway via
secure shell (SSH). To circumvent this problem, we have developed a network management
service, whereby the administrator will still be able to SSH to the LoRa gateway seamlessly
by establishing a managed reverse SSH tunnel to the administrator’s server. Architectural
details and code for this are available in Ref. [26].
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15.5 Summary
In this chapter, we covered the performance and operational management aspects of a
LoRaWAN deployment for supporting smart city applications in an environment comprising
regions of moderate-to-dense foliage and buildings as can be typically found in large cam-
puses, parks, and so forth.

Through extensive physical testbed experimentation done in a large academic campus
that represents such an environment, we evaluate the performance of LoRaWAN by consid-
ering key metrics such as PER, and radio range for various LoRa SFs. We believe this study
would be useful to the network service providers in the design and deployment of LoRaWAN
in the scenario considered and can be directly scaled up for city-wide deployments.

In this context, we briefly presented studies conducted in some of the large-scale
LoRaWAN deployments found in the literature. As LoRaWAN offers network services to the
data layer in the overall architecture of a smart city application, we introduce an interopera-
ble data exchange platform, IUDX, an ongoing effort undertaken by one of the smart city
initiatives in India. We discussed the operational management activities that need to be car-
ried out to ensure smooth functioning of the LoRaWAN that meets the QoS requirements of
smart city applications.
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16.1 Introduction
LoRa is one of the most prominent wireless technologies in the low-power wide-area
network (LPWAN) family. LoRa is a patented energy-efficient wireless communication proto-
col that achieves very low-power and very long-range transmissions, of over 10 km in line-
of-sight, trading-off data rate, and time-on-air. LoRa’s duty cycle is limited by regional regu-
lations because it operates using unlicensed sub-GHz radio bands, mostly on the 433, 868,
and 915 MHz frequency bands. Taking into account this and the low-transmission band-
width, LoRa is naturally most suitable for applications where transmissions are sparse in
time and payloads are relatively small. This includes metering applications of noncritical
parameters such as weather meters, air quality or other environmental meters, and also in
animal tracking, smart agriculture, and connected farms [1�3].

As LoRa only provides the definition of the physical layer in data transmission, different
solutions for the link and network layer have been developed. The most widely used media
access control (MAC) protocol over LoRa is low-range wide-area network (LoRaWAN), an
open standard defined by the LoRa Alliance keeping in mind the energy-efficient nature of
LoRa and the fact that many devices relying on LoRa are battery-powered [4]. LoRaWAN
enforces the limitations of LoRa data rates and duty cycles in its specification, and therefore
its most relevant application fields are those that do not require real-time transmissions.
LoRaWAN has the advantage of being open, and global LoRaWAN-based networks have
been already deployed, such as The Things Network [5]. In a smart city, deploying an open
network that can be used by both public and private organizations or individuals can enable
a more rapidly growing number of applications to appear, benefiting the city’s economy.
Open LoRaWAN networks have been city-wide deployed in Amsterdam or Bristol [6].
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LoRa was designed clearly targeting battery-powered devices enabling years, or even dec-
ades, of battery life for metering applications with time-sparse low-data uploads.
Nonetheless, its long-range transmission, ease of setup, and low cost of deployment can be
leveraged for specific applications that might require real-time, low data rate transmissions.
The most advanced proprietary protocol that overcomes the duty cycle limitations of
LoRaWAN is Symphony Link [7,8]. Symphony Links use frequency hopping and different
available frequencies to avoid duty cycle limitations and increase the data rate. In this chap-
ter, we propose a similar approach to enable real-time applications in smart cities that are
not possible with LoRaWAN but still benefit from the very long-range and energy-efficient
nature of the LoRa modulation. Moreover, if compared to other LPWAN solutions that also
enable higher data rates and continuous transmissions, such as narrowband Internet of
Things or LTE Cat M1, LoRa does not have the overhead of a mobile network operated by a
third party in terms of SIM cards and recurrent payments. This reduces significantly the
infrastructure deployment cost for an independent network. At the same time, the same
infrastructure can be leveraged for enabling open LoRaWAN or other networks in the same
environment (Fig. 16�1).

The IoT can be described as an end-to-end platform where physical and virtual objects
are interconnected and communicate with each other. A traditional IoT platform broadly
contains the following items: (1) connected objects, which can be divided into sensor nodes
or actuators, depending on whether they are data producers or they operate following
instructions from end-users or cloud-based applications; (2) local gateways, which provide
local networks and connectivity for sensor nodes and actuators; and (3) cloud servers and
services. Sensor nodes in IoT systems sense data via one or several sensors and then trans-
mit the collected data to a gateway via a short-range wireless communication protocol such

FIGURE 16–1 Fog computing.
Illustration of the fog computing concept, as an intermediate layer between end-devices and cloud servers [9].
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as Bluetooth Low Energy (BLE), Wi-Fi, or ZigBee [10�14]. Depending on the applications, a
specific protocol is chosen. For instance, Wi-Fi-based sensor nodes can be applied for high
data rate applications such as 20-channel EEG or 12-channel EMG in which each channel
often collects thousands of bytes per second. On the other hand, BLE or nRF is used for IoT
applications focusing on energy efficiency such as fall detection [15�17]. In these IoT appli-
cations, the gateway forwards the data sent from sensor nodes to cloud via the Internet for
global storage and further processing. IoT applications are able to provide advanced services
such as real-time monitoring and big data analysis [18,19]. For example, end-users such as
factory managers can easily monitor a manufacturing line in a factory anywhere at anytime
or factory managers will receive instant messages when the production line has some pro-
blems. Due to the large number of benefits, IoT is ubiquitously applied in many applications
and fields such as smart home, education, health monitoring, traffic monitoring, and control
[20,21].

Traffic management is one of the key aspects that city administrators need to work with on
a daily basis [22]. Most of the largest cities in the world have problems with traffic jams and
congested roads, and new regulations on traffic circulation limitations are starting to be imple-
mented around the globe to tackle this problem. Therefore, it is imperative to have a proper
understanding of traffic flow and enough data in order to develop effective solutions and regu-
lations. Existing solutions for traffic management include (1) video feeds from traffic cameras
installed near traffic lights; (2) Wi-Fi or Bluetooth sensors that record unique IDs of devices
that connect to them and send this information to the cloud where data are aggregated and
used to rebuild the path traveled by these devices; or (3) vehicle counting sensors in intersec-
tions or traffic lights [23�25]. The data gathered in situations (1) and (3) are able to provide
information about traffic flow in a given set of points of the city, while the path of individual
vehicles remains unknown. In the case of situation (2), since only a relatively small percentage
of the number of vehicles is measured, the traffic flow has to be estimated. The authors have
proved, however, that reconstructed individual vehicle paths are a representative sample of
the total population if the penetration of the measured sensors is at least 25%�30% [26].

These and other examples of services for smart cities mostly base their operation on
transmitting acquired data via short-range and relatively high-bandwidth technologies such
as Wi-Fi and Bluetooth, or 3G/4G mobile networks [22,27,28]. This is, in turn, combined
with powerful cloud services that store the raw data and perform data analysis in real-time
or in batches. However, this architecture threatens to collapse the spectrum in dense urban
areas and overload both the network and cloud servers. At the same time, most of these
technologies require relatively large amounts of energy for short-range transmission [29].

By leveraging the advantages of an edge computing architecture, the network load is
reduced to the minimum, reducing the required number of gateways that must be placed
across the city. This reduces the installation cost significantly, as compared to traditional
approaches that use Wi-Fi or Bluetooth and require a much larger number of gateways.
Taking into account that most of the acquired data is processed at the edge devices, we also
reduce the network load and computational load on the cloud servers, lowering further the
overall system cost.
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The integration of LoRa into an edge fog�based IoT platform can be an appropriate solu-
tion for the above-mentioned challenges. This architecture takes advantage of LoRa’s long-
range communication, low-cost infrastructure investment, and energy efficiency for remote
areas where Internet connection is not widely available. This, together with other wireless
protocols such as Wi-Fi, 6LoWPAN, and ZigBee for a short-range communication where high
data rate can be utilized, and proper data compression in between, enables a much wider
range of use cases with network capacity being no longer a limitation.

In this chapter, we propose an advanced edge-fog-IoT architecture for traffic manage-
ment and monitoring applications. The architecture helps to overcome the challenges of the
existing IoT-based architecture and also enables advanced services to be deployed at differ-
ent layers in the network. The proposed architecture consists of sensor devices, smart edge
devices, smart LoRa-based gateways with fog computing, cloud-based services, and end-user
terminal applications.

In addition, a new lightweight algorithm that enables traffic density estimation through
real-time image processing of traffic cameras feeds is presented. This algorithm has the
advantage of providing a good estimation of traffic density with relatively light computation
methods. Therefore, it is a good candidate to run in resource-constraint edge devices.

The rest of this chapter is organized as follows. Section 16.2 introduces related work in
IoT for traffic management in smart cities and integration of LoRa with edge and fog com-
puting. Section 16.3 presents the concepts of edge and fog computing and edge artificial
intelligence (AI). Section 16.4 introduces different LPWAN technologies and compares them
for different applications. Section 16.5 then presents a proposed system architecture for inte-
grating edge and fog computing with LPWAN technology to expand the range of application
scenarios for long-range and low-power wireless technologies by compressing the data with
AI at the edge. In section 16.6, we implement the proposed architecture for the specific use
case of traffic monitoring in a smart city and propose a compression algorithm that runs at
the edge. Section 16.7 discusses the challenges and future direction for both research and
industry. Finally, section 16.8 concludes the work.

16.2 Related work
The development of the IoT has been one of the main pillars behind the introduction of
the smart city concept [24,28,30�32]. Mitton et al. proposed in 2012 the integration of the
rising paradigm that the IoT was at the moment, with cloud services and software as a ser-
vice platforms. They defined a high-level modular architecture that offered adaptability to
a wide variety of sensor data. The authors used an abstraction structure based on the sen-
sor web enablement (SWE) standard defined by the Open Geospatial Consortium in 2011,
but that overcame SWE limitations and was extended to include a larger number of
Internet clients. Their implementation was based on the Contiki operating system and was
aimed at developing advanced techniques for data filtering and aggregation in the use case
of a smart city.
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Zanella et al. published in 2014 their paper Internet of Things for Smart Cities, with a
proof of concept deployment in an island in the city of Padova, Italy [33]. The authors imple-
mented a system for gathering data from sensors placed on street light poles. The data that
were collected included information about descriptive parameters of the environment, such
as temperature, CO or benzene levels, relative humidity, noise levels, or illuminance. The
sensors were connected to the Internet using the 6LoWPAN standard, with unique IPv6
addresses assigned to each node and wireless sensor network gateways that acted as
6LoWPAN border router and provided the interface to connect the resource-limited, low-
power link with traditional WAN. The paper presents an exhaustive and detailed overview of
the different challenges and critical points that need special attention in the deployment of
an integrated urban IoT solution for a smart city.

A variety of sensors is since being deployed in cities across the world to provide city
administrators with more in-depth information of the environment and the interaction of
citizens with a city’s infrastructure. Another example of a smart city solution was presented
by Pla-Castells et al., in which they perform traffic characterization using Bluetooth wireless
sensors [25]. The gathered data were made available to the public via an application pro-
gramming interface (API) and licensed under Creative Commons.

In the past few years, more solutions have been presented that use LoRa for low-rate,
low-power, long battery life applications in smart cities, as opposed to previous solutions
based on Wi-Fi, Bluetooth, or GSM/3 G/LTE [34�39]. Pasolini et al. have shown that the
range of LoRa in a dense urban environment is about 1�2 km, with the gateway deployed in
a favorable position at 71 m above average ground level [35]. The authors have run different
simulations to estimate the bit error rate and the percentage of packets successfully received
at the gateway for different configurations. A mobile edge computing architecture has been
tested by Chen et al. using unmanned aerial vehicles to gather environmental data at differ-
ent points of a city [36]. In this case, sensors are not static, instead the drones move toward
points of interest to gather data.

Even more closely related to our proposed application is the work carried out by Truong
[40]. The authors have demonstrated how edge computing can bring the capabilities of sen-
sor nodes transmitting using LoRa very close to those that transmit using 4G networks or
local area networks. This is possible due to the movement of the data analysis from the cloud
to the edge nodes. Rather than sending raw data to cloud servers directly, it can be analyzed
and compressed at the edge of the network, reducing the minimum required data rate by
several orders of magnitude. The author focuses on the middleware application layer to pro-
vide a framework that enables data sharing and availability at the edge.

Traffic management is arguably one of the most challenging problems that city adminis-
trators have to deal with in a large metropolis due to the increasingly large number of vehi-
cles and the small changes that have occurred in terms of infrastructure over decades or
centers in the oldest areas of the city. At the moment, traffic jams seem to be unavoidable in
such large urban areas. For instance, the 2016 Tomtom traffic index shows that travel time is
increased by an extra 41% in Shanghai, China, during rush hours, which this figure will likely
increase in the near future [41]. Traffic management targets have partially shifted from
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avoiding congestions to managing them more efficiently and distributing traffic dynamically.
When traffic is not properly managed, it might cause significant consequences to the city
environment. For example, an increase in traveling time or the amount of CO2 emissions
reduces the quality of life. This has the potential to indirectly or directly threaten human
health, whether through higher incidence of respiratory diseases or even in the case of an
ambulance being trapped in a traffic jam during an emergency.

Taking the above considerations into account, many systems have been introducing to
overcome traffic congestion and manage the traffic more efficiently. In Ref. [42], authors
present a customized LPWAN-based system for traffic management in a smart town. The sys-
tem leverages different concepts and techniques from traffic theory, machine learning, and
LoRa in order to improve traffic manageability. Although the proposed system is implemen-
ted and tested in a small town, it is scalable for suiting to a larger scale application such as
smart cities. In another application [43], authors introduce a vehicle monitoring system using
LoRa and a custom IoT platform. The system is able to detect a vehicle location and measure
a traveling distance together with different environmental parameters such as temperature,
humidity, and air quality. In summary, a sensor node placed at a vehicle can acquire data
(e.g., CO2 or O3) from different sensors and transmit the data to a LoRa-based gateway which
then forwards the data to a cloud server for global storage and data processing. In Ref. [44],
authors present a system for autonomously controlling traffic lights to avoid traffic conges-
tions. The system consists of multiple sensor nodes that are placed on street lanes and LoRa-
based gateways. Sensor nodes collect information related to vehicles passing by (e.g., the
number of vehicles) and transmit the collected data via LoRa to gateways, which then send
the data to cloud. Based on the collected information, cloud-based applications and services
can send commands to control traffic lights in a more efficient manner. Sensor nodes are
able to transmit the data over long distances, up to 15 km, which helps reduce the invest-
ment and deployment costs while providing a good quality service.

16.3 Edge and fog computing
With the rise of interest around IoT development, and supported by a stronger growth of the
industrial IoT, new technologies have emerged to solve the problem of dealing with a rapidly
increasing amount of sensor data that threaten to take existing network infrastructure capa-
bility to its limit and collapse cloud servers [45]. Cloud-centric data analysis, processing, and
storage are not a scalable solution as sensor data can easily surpass the capacity of a local
network. This is the case of multiple high-definition cameras or real-time bio-signal acquisi-
tion devices. This high amount of data transfer is often even unnecessary in many cases
where there is no need to store raw data but just the result of its analysis. In those cases, a
more viable and practical solution is to perform part of the data processing at the local net-
work level, so that only the critical information is transferred to the cloud services. This
enables several orders of magnitude of data compression, which reduces the network load
and allows more efficient use of cloud servers. Both edge computing and fog computing are
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computing paradigms that refer to the distribution of computational intelligence at different
layers in the network, and moving data analysis and compression capabilities as near as pos-
sible to where the data originate. By analyzing local data at edge nodes, we can distribute
the computing load across the network and keep only the level of detail necessary at each
layer.

Even though IoT can offer many advantages, it still has some limitations. For instance, a
local network’s capacity may be overused when the number of sensor nodes and data are
large. This might cause delays or uncontrolled data loss. In real-time applications, latency
and undelivered data can produce unexpected results. In safety-critical scenarios, this can
develop into serious consequences. For instance, engineers can be injured when a corobot
does not properly function and cannot be stopped in real-time. In case of health monitoring,
data loss can cause an incorrect disease analysis. Therefore, new technology ought to be
developed, which help overcome some of the limitations of the IoT. The target can be
addressed with the assistance of edge computing and fog computing, which are essentially a
series of extra layers between sensor nodes and gateways, or gateways and cloud servers,
respectively [9,46,47]. In other words, instead of using the traditional IoT architecture having
three layers (sensor nodes, gateways, and cloud), a new system architecture consisting of
sensor nodes, edge devices, fog gateways, and cloud servers is proposed. The new architec-
ture inherits the benefits of edge and fog computing for bringing computation and other
advanced services to the edge of the network. For instance, an edge fog�based architecture
helps reduce energy consumption of sensor nodes by shifting computation from sensor
nodes to edge devices/gateways. In addition, the architecture helps reduce the network load
by preprocessing data before transmission.

16.3.1 Edge AI: artificial intelligence at the edge of the network

AI and, more concretely, machine learning algorithms often rely on powerful servers that are
able to run computationally expensive data analysis and processing. Cloud servers can easily
adapt to the necessities of machine learning algorithms and methods. However, in a hybrid
IoT architecture where the computational load is distributed, more computationally efficient
algorithms need to be designed to run at the edge and fog layers. In this chapter, we present
a lightweight algorithm that can process several frames per second when running in compu-
tationally constrained and cost-effective single-board computers such as Raspberry Pi, Onion
Omega, Banana Pi, Odroid, or Intel Up boards.

Before introducing our proposed algorithm, we review trends in the integration of AI
techniques with edge and fog computing. Tang et al. introduced a big data analysis architec-
ture that integrated fog computing and aimed at smart cities [22,48]. In particular, they
applied their architecture to the use case of monitoring the state of pipelines. The authors
used fiber optic sensors and sequential learning algorithms to be able to predict situations
threatening the proper operation and safety of pipelines. Their proposed architecture con-
sisting of multiple Fog-enabled layers is able to support neighborhood-wide, community-
wide, and city-wide levels with quick response time and high computational performance.
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Multiple research efforts have been recently put into reducing the computational foot-
print of deep learning algorithms and making them lightweight. For example, Kim et al.
showed how to enable state-of-the-art accuracy in multicategory object detection task with-
out compromising computational resources by integrating several AI techniques [49]. The
authors claim to reduce the computational time of their classification approach to as little as
12.3% of the computational cost compared to ResNet-101, the winner on VOC2012. Even
though they tested the proposed neural network efficiency for object classification, they state
that the same design principle can be potentially used in a much wider range of applications,
including semantic analysis and face recognition.

Zhang et al. have performed an extensive analysis of AI platforms with different edge
devices and hardware [50]. The analyzed software includes TensorFlow, Caffe2, MXNet,
PyTorch, and TensorFlow Lite. The authors have measured parameters such as latency,
memory footprint, and power consumption. The experimental edge-devices were MacBook
FogNode Jetson TX2. They concluded that Tensorflow was the fastest framework on more
powerful CPUs, while Caffe2 is faster when running small-scale model; MXNet is the fastest
package when running on Jetson TX2; PyTorch is more memory efficient on CPUs and
MXNet is the most energy-efficient package on FogNode and Jetson TX2. The study is mainly
based on the comparison of the AlexNet and SqueezeNet neural network models. The
authors also noticed that in edge devices, loading a pretrained model often takes more time
than running the model itself. Therefore, this can be optimized, which might be ignored in
cloud-based machine learning where this has little to no effect.

16.4 Low-power wide-area network technology
Semtech’s LoRa specification and definition provide a communication modulation protocol
that can be mapped to the first layer of Open Systems Interconnection model—the physical
layer. Different solutions have been proposed and developed to map second and third
layers—the link and network layers. The most popular MAC protocol for wide area net-
works is LoRaWAN, which is designed to operate with either LoRa or FSK modulation [4].
In this section, we briefly overview the LoRaWAN protocol specification and compare it
with other alternatives in the LPWAN spectrum.

16.4.1 LoRa for the physical layer

LoRa transmissions can be adapted with different modulation parameters, as well as the
transmitted power. The parameters that have the most effect on packet length, time-on-air,
and link budget are the bandwidth, coding rate, and spreading factor (SF). The bandwidth
affects the data rate and sensitivity. A larger bandwidth enables more data to be sent but
reduces sensitivity. In average, halving the bandwidth corresponds to 3�4 dBm gain in the
link budget. The SF defines the number of chirps that are used to modulate each symbol
before transmission. A single symbol is modulated with 2SF chirps. When SF increases one
unit, the length of the transmitted signal and its time-on-air double. At the same time, it
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increases the link budget by about 2�3 dBm. The exact gain depends on the bandwidth. The
coding rate represents the number of extra symbols used for forward error correction. It
directly affects robustness to interference, and in an ideal situation, it would be changed to
adapt to channel conditions. It has no effect on the link budget. A higher CR decreases the
probability of error during decoding. A LoRa packet consists of a preamble, a header if in
explicit mode, the payload, and the cyclic redundancy check bits, and its structure is shown
in Fig. 16�2.

16.4.2 Long-range wide-area network

At its most basic level, LoRaWAN is a network protocol that targets battery-powered devices
by design. Therefore there is an emphasis in keeping energy consumption as low as possible.
In contrast with single-link radio-based communication, LoRaWAN-connected devices do
not build a connection with a specific gateway but instead always broadcast the data. Several
gateways can receive the transmission, which is then handled by one of them according to a
cloud-based classification. All gateways are connected through back-end servers. This
enables connected devices to be either static or mobile. This naturally leads to a star-based
topology at the network level, with each gateway handling a potentially large number of
devices. Because of the duty cycle and data rates limits of LoRaWAN, LoRa gateways are able
to handle many more devices than Bluetooth or Wi-Fi routers. Moreover, signals modulated
with different LoRa parameters such as bandwidth and SF are orthogonal; therefore the max-
imum number of concurrent device connections that a LoRaWAN access point can handle is
significantly larger than Wi-Fi routers.

Because LoRa and LoRaWAN target low-power usage, transmissions must be as short as
possible and receiving windows be opened as seldom as possible. Transmission time, or pay-
load time-on-air, directly depends on the amount of data to be transmitted and the LoRa
modulation parameters. If longer transmission range is required, then the time-on-air needs
to be significantly increased. Because of this, uplink transmission is predominant in
LoRaWAN, with most transmissions having no acknowledgment at all. This means that when
a sensor node transmits data, it has no way of knowing whether any LoRaWAN access point
has received the transmission unless an acknowledgment is specifically requested. At the
same time, this also has an impact on the protocol specification, with most of the network
capacity reserved for uplink transmissions versus downlink. LoRaWAN takes this into

PREAMBLE
HEADER
(EXPLICIT

MODE)
PAYLOAD CRC

CR = 4/8 Custom CR
SF

FIGURE 16–2 LoRa packet.
Illustration of a LoRa packet structure and the effect of the modulation factors in different parts of the packet.
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account by defining different classes of communication depending on the energy consump-
tion constraints of different end-devices. The protocol tackles this by defining three different
classes of connected end-devices with an incremental number of features: (1) Class A
devices, with a short receiving window opened after each transmission; (2) Class B devices,
with scheduled receiving windows; and (3) Class C devices, with full bidirectional communi-
cation. In practice, open LoRaWAN networks mostly implement only support for class A
devices. This is because class B and C devices require all gateways to be synchronized and to
operate with a common set of features in their firmware. Because any individual or organiza-
tion can deploy a LoRaWAN access point and connect it to an open network, it is impractical
to assume control over all gateways.

16.4.3 Symphony Link

Symphony Link is a proprietary network protocol that uses the LoRa modulation as its base.
Developed by Link Labs, Symphony Link specifically addresses some of the limitations of
LoRaWAN, mostly in terms of duty cycle and data rates [7,8]. Its main target is industrial or
private use, as tight control over the network infrastructure is necessary to eliminate the reg-
ulated duty cycle limitations and ensure proper synchronization of end-devices and gate-
ways. Because of this, Symphony Link is able to leverage the long-range and low-power
nature of LoRa transmissions while enabling real-time communication. This significantly
increases the number of LoRa use cases in case of private deployments. Moreover, the speci-
fication provides built-in support for repeaters, which are able to extend the range of single
gateways. However, the gateway capacity remains constant, so the total amount of connected
devices does not increase. Finally, Symphony Link allows for multicast messages to be trans-
mitted from one gateway to many end-devices at the same time. This is particularly useful
for over-the-air updates or similar one-to-many broadcasts.

The Symphony Link specification has several differences when compared to the
LoRaWAN standard. While LoRaWAN provides different device classes for different end-
users or applications, in a Symphony Link network all devices operate under a common
standard. In order to optimize the LoRa modulation parameters, both end-devices and
access points perform interference scans periodically to select the most appropriate commu-
nication channels. This enables energy saving and reduces the probability of packet-loss by
choosing the channels with most available capacity. This can also be done in a LoRaWAN
network, even though it is a functionality reserved for the end-user to implement. In a
Symphony Link network, access points choose a 500 kHz channel (or 125 kHz in Europe)
and transmit beacons with a 0.5 Hz frequency. Beacons are used to keep access points and
connected devices synchronized. Both beacons and any subsequent communication
exchange are encrypted by a unique network ID, which needs to be configured in the end-
devices before the first connection. As frequency hopping is used to avoid duty cycle limita-
tion, access points periodically broadcast information about the number of channels being
used during transmission for the frequency hopping scheme. They can be configured as 1, 8,
or 64 channel access points, and repeaters and end-nodes adapt to this setup. Access points
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also transmit information about the quality of service, which enables the ordering of mes-
sages by priority in the end-devices. These can choose which packets to transmit in situa-
tions where the network capacity might be near saturation and more priority needs to be
given to some information. Moreover, nodes can dynamically adapt the LoRa SF and trans-
mitting power to save energy based on the received beacon signal power. Even though this
can be done in LoRaWAN, the lack of frequent downlink messages for standard Class A
devices makes the estimation less accurate and increases the probability of data loss. In
Symphony Link, all messages are acknowledged.

16.4.4 MoT: MAC on time

Many research efforts are being put into the development of LoRa-based MAC protocols that
address some of the limitations of LoRaWAN, while providing an open solution. Hassan and
Hossam have developed a MAC protocol that is based on LoRa for the physical layer, with a
focus on reducing energy consumption, enabling scalable networks with fair usage, and max-
imizing capacity [51]. The proposed protocol, namely MAC on time (MoT), guarantees
packet delivery and improves bandwidth utilization when compared to LoRaWAN. The
authors overcome the problem of synchronization with a centralized scheduling system that
controls uplink windows with instructions sent to end-devices via packet acknowledgment.
Therefore, end-nodes do not decide by themselves the time between transmissions, often
equivalent to the time they stay in idle or sleep mode. This allows for centralized power con-
sumption management, network load management, and optimization of the network capac-
ity. The authors have tested the performance of the protocol in multiple simulations, where
MoT has proved to be able to provide 4�15 times more network capacity and better latency
than LoRaWAN.

16.5 System architecture
We propose an extension of traditional IoT system architectures to leverage the advantages
of LoRa while taking into account its limitations in terms of duty cycle and data rate. By inte-
grating LoRa with edge and fog computing, we can benefit from the latter two’s capabilities
in data analysis and compression. This converges to a five-layer architecture that consists of
(1) end-devices, (2) smart edge gateways, (3) fog layer with LoRa access points, (4) cloud ser-
vers, and (5) end-user terminal applications. The proposed architecture is illustrated in
Fig. 16�3.

16.5.1 Device layer

In the system architecture, the device layer plays the main role in terms of integration and
interaction with the real world. When sensor nodes of the device layer do not properly func-
tion due to, for instance, a hardware failure or disconnection with edge devices/gateways,
the whole system might stop working. Therefore, it is necessary to design and implement the

Chapter 16 • Exploiting LoRa, edge, and fog computing for traffic monitoring 357



FOG LAYER

LoRa access points
distributed storage

Global storage
Cloud services

Application servers

SENSOR LAYER

LoRa

Bio-signals analysis
Fall detection
Activity status

SENSOR LAYER

EDGE LAYER

END-USER
APPLICATION

CLOUD LAYER

FIGURE 16–3 Proposed system architecture.
Proposed four-layer hybrid sensor-edge-fog-cloud system architecture with LoRa wireless link used as the edge-fog
bridge.
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device layer carefully. The device layer can consist of sensing nodes and actuating nodes or
hybrid nodes which can both sense data and control some actuators. Depending on the
application scenarios, one or several sensor node types can be used. Sensing nodes are
responsible for collecting different data from a wide variety of sensors. In a traffic monitoring
and management system, data such as the number of cars passing by a given street or inter-
section, the approximate number of vehicles in an area, or the public transportation flow can
be acquired via some sensors such as piezoelectric sensors, inductive loop sensors, magnetic
sensor, acoustic sensor, or passive infrared sensors. Each sensor has its own advantages and
limitations. For instance, passive infrared sensors might not be suitable for highways with
many lanes. In addition to sensing nodes collecting the primary data, sensing nodes acquir-
ing contextual data should be applied. For example, sensing nodes can collect contextual
environmental data such as temperature, humidity, CO2 level, and other parameters related
to pollution emissions. Even though the information might not be directly related to traffic
management systems, they are helpful for the traffic system administrators, city planners,
and regulation makers. Actuating nodes can be used to control actuators such as fans, traffic
lights, or water pump systems. For instance, they can turn on a water pumping system to
emit steam to increase humidity level when the air is too dry.

These nodes are often built from a combination of energy-efficient sensors/actuators,
microcontroller, and wireless communication modules. In summary, sensors and a wireless
communication module are connected to a microcontroller via SPI protocol because SPI is
more energy-efficient than other wire communication protocols such as I2C and UART. The
microcontroller is energy-efficient with different sleep modes. The communication protocol
nRF is used in nodes because the protocol is energy-efficient and capable of having many-
to-many communication.

16.5.2 Edge layer

Edge layer consists of edge devices that are built from several components such as a power-
ful microcontroller with high-capacity memory or single-board computers. Edge devices
might be either battery-powered or connected to a power source, depending on the specific
application scenario. Single-board computers usually need to be connected to a power
source as they can only operate for a period of a few days at most if powered with a battery.
In the case of battery-powered edge devices, these must be energy-efficient. In this case,
edge device can be equipped with nRF communication modules to collect the data transmit-
ted from sensing nodes. Due to the capability of supporting high data rates (i.e., 250 kbps in
theory and 150 kbps in practice), an edge device with a single nRF module can support
more than 120 sensing nodes as each sensing node often gathers less than 1 kbps data.
When the number of sensing nodes increases dramatically, more nRF modules can be added
into an edge device. The collected data is then processed for eliminating noises and saving
bandwidth. For instance, the data can be both encrypted and compressed before being sent
to Fog gateways via LoRa. Loss-less and lossy compression algorithms can be used.
However, lossy compression algorithms are more preferred as their compression rate is high
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(e.g., around 100 times). Although lossy decompression cannot fully recover the original
data, the decompressed data (i.e., the number of cars passing by a street, the number of cars
waiting at a crossroad, temperature, and humidity) are still good enough for traffic manage-
ment systems.

The selection of microcontroller-based edge devices or gateways based on single-board
computers is made depending on the computational needs of each specific application. For
applications where only standard data compression and encryption are necessary, a
microcontroller-based edge gateway might be sufficient. In use cases where more intensive
data analysis is preferred, the power of single-board computers might be necessary. This is
the case of data processing based on computationally expensive image processing algorithms
or neural networks for object classification or semantic analysis. However, lightweight AI
models can run in microcontrollers. For instance, a face recognition algorithm has been
developed for Espressif’s ESP32 microcontroller [52]. This is possible, of course, by trading-
off frame resolution (QVGA, 3203 240 pixels) and the number of frames per second ana-
lyzed. Nonetheless, widely used machine learning frameworks such as TensorFlow now offer
edge-focused versions (TensorFlow Lite), which are able to run in microcontrollers or less
powerful CPUs [50,53,54].

16.5.3 Fog layer

Fog layer encompasses interconnected fog-assisted gateways that are placed at particular
places and able to communicate with each other and share certain information. These gate-
ways use power from a socket wall and they are built with hardware much more powerful
computationally wise than edge devices. Therefore, fog-assisted gateways are capable of per-
forming heavy computation and offering advanced services such as distributed storage, data
processing, and push notifications. The detailed information of Fog services is mentioned in
some of our previous works [10�13,55]. Fog-assisted gateways are equipped with LoRa mod-
ules for receiving data from edge devices. In addition, these gateways are connected to cloud
servers via Ethernet or high-capacity wireless links. This includes mobile networks, such as
4G or 5G, which are useful for mobile or remote access points.

In the proposed system architecture, LoRa access points, or gateways, are the central ele-
ment in the fog layer. These gateways are connected to back-end servers that, for instance,
prioritize which gateway is used for a given downlink message to a specific end-device.
Moreover, for some applications, services available at fog computing can be essential, such
as distributed storage. This is the case of collaborative SLAM, where local maps are stored at
the fog layer so that they are always available even if the edge gateway to which an end-
node is connected changes [56].

16.5.4 Cloud layer

The cloud layer consists of servers and different services that support the system and provide
a bridge between the IoT devices and end-users for management or monitoring. Time-series
data of sensor state, and the results of the data analysis and compression performed at the
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edge and fog layers are stored in cloud servers where global storage is available. Part of the
data analysis can also be performed at the cloud. However, this should be only data that do
not require time-critical or safety-critical responses, as unexpected increases in communica-
tion latency or the possibility of data loss might develop into unexpected behavior.

Cloud servers are also essential in terms of bridging the IoT platform with end-users and
administrators. Even if the edge and fog layers perform most or all of the data analysis, ser-
vers are necessary to host cloud-based web and mobile applications and all related data.
Typical cloud server providers are Amazon AWS, Google Cloud, or Digital Ocean. The cloud
layer can also be deployed with private servers.

16.5.5 Terminal layer

The terminal layer consists of any type of connected devices that are used by end-users for
interacting with the IoT platform. These include any devices able to open or execute native
or web applications. Cloud-based applications are the public side of the IoT platform and
allow end-users to monitor and control the system, analyze historical data, or overview the
platform’s state and effectiveness.

In the case of a traffic management system for a smart city, end-users are typically city
administrators, and terminal devices are used to monitor traffic and receive alerts of traffic
accidents, traffic congestion, or other important events.

16.6 LoRa and mobile edge computing: a use case for traffic
monitoring

The complete system from sensor nodes to cloud servers has been implemented. Sensor
nodes are made from an 8-bit ATmega328P AVR microcontroller, a nRF24L01 wireless com-
munication module and some other sensors such as a MQ-135 CO2 sensor or a BME280
temperature and humidity sensor. The data collected by sensors are sent to the microcon-
troller which runs some basic filtering threshold-based methods to eliminate incorrect
values. The microcontroller sends the data to nRF24L01 forwarding the data via nRF to edge
devices. Three sensor nodes are deployed in our experiments.

Edge devices are made from a combination of a Raspberry Pi 3 Model B, an RGB camera,
an nRF24L01 module, and a LoRa module. The nRF24L01 module is used to collect data
from sensor nodes while images acquired directly at the edge are processed and analyzed
together with other sensor data. Only the result of the analysis is sent over the LoRa network
to the fog layer (Fig. 16�4).

Because traffic monitoring requires near real-time data transmission, a basic LoRa config-
uration is not suitable for this application. In the same sense, LoRaWAN cannot be used in
practice as it limits the data rate and duty cycle by design. Therefore, we propose the use of
a frequency hopping technique to avoid the duty cycle restrictions and enable real-time
transmission of traffic status from all end-devices. A LoRa concentrator is a module that is
able to receive concurrent LoRa signals from different devices if the modulation parameters
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are different. For instance, a LoRa concentrator might be able to simultaneously decode up
to eight signals if they have been transmitted with different bandwidths and/or different SFs.
Moreover, because signals modulated with different SFs are orthogonal, the quality of signal
is not affected by the existence of multiple simultaneous transmissions.

The backbone of the fog layer is a series of fog-assisted gateways consisting of LoRa
access points and powerful computers (i.e., having Intel Core i7, 16 GB of RAM, and 2 TB of
hard-disk). The fog-assisted gateways are able to perform heavy computation and temporar-
ily store data in distributed manner. LoRa access points have been configured to take into
account the frequency hopping scheme that end-devices use to transmit consecutive mes-
sages to avoid the limitations imposed by regulations on the duty cycle.

Cloud servers and terminal applications were already implemented in our previous works
[47]. Therefore, they are customized (e.g., updating new user interface) and reused in the
proposed system.

The implemented system can be installed in several locations across a city. For instance,
edge device with one or multiple cameras can be installed in an intersection or a road out-
side the city, with a power supply nearby. Then, sensor nodes can be placed in the vicinity
of the edge device. In the case of nRF module used in this implementation, its range varies
from 30 to 50 m, but other versions have a range of up to 1 km in line of sight. Sensor nodes
can either be battery-powered or connected to the mains, depending on the specific power
consumption requirements and the type and amount of data gathered.

While sensor nodes gather information about environmental parameters such as temper-
ature, humidity, and concentration of different gases, the main data source is a camera on
the edge device. By processing the video feed directly at the edge, we can extract only a sin-
gle feature, the current traffic density, which is sent over LoRa. Raw images can be stored at
the edge device for a certain period of time, in case end-users might request them. However,
these cannot be transmitted over LoRa as the bandwidth is not sufficient.

FIGURE 16–4 Edge device and sensor node.
The edge device, on the left, consists of a Raspberry Pi with a LoRa shield, a wide-lens camera, and backup battery.
The sensor node has smoke, benzene, alcohol, temperature, and humidity sensors. The sensor node and edge
device communicate with via an nRF module, which is not visible for the edge device in this image.
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In order to perform real-time traffic density estimation in resource-constrained edge
devices, we have developed a lightweight image processing algorithm that does not count
individual cars in the image, but instead uses the combination of multiple iterations of a cas-
cade classifier to estimate how full of vehicles the image is. The algorithm has been imple-
mented using Python3 and OpenCV4.0 and relies on the OpenCV built-in CascadeClassifier.
The algorithm works as follows. First, a region of interest is selected from a sample image
where the vehicle density will be estimated. In a two-way road, there can be either a single
region of interest including both directions, or two separate regions for each of the direc-
tions. We refer to this step as Lane Segmentation in the algorithm overview shown in
Fig. 16�5. After this, fixed noise is obtained by running the cascade classifier in a sample
image without any vehicles. Because cascade classifiers are based on finding a set of match-
ing features, some items present in the video feed such as traffic signals or some parts of
near buildings might be wrongly identified as vehicles. The next step is to run the built-in
cascade algorithm with different scale factors and calculate the intersection of the identified
objects. By using this, rather than focusing only on areas where there is a concentration of
detected objects, we are not able to identify individual cars but instead we are able to also
obtain parts of cars that might be covered by others when the traffic is congested. The
obtained density distribution is then integrated to obtain the current traffic density. The
obtained value is then compared with a series of previously calculated values under different
road conditions, and a traffic density level is chosen accordingly (Fig. 16�6).

Fig. 16�7A and B show two separate lane segmentation from the same original image,
one for each direction. The same images shows in graphs (C) and (D) the accumulation
of rectangles with detected objects, as compared to a traditional vehicle finder algorithm

TRAFFIC DENSITY ESTIMATION – WORKFLOW

1. VIDEO FEED 
SAMPLE

2. LANE
SEGMENTATION

3. FIXED NOISE
REMOVAL

4. CASCADE CAR
DETECTION

5. CAR DENSITY
ESTIMATION

THRESHOLD-BASED TRAFFIC DENSITY
CLASSIFICATION

FIGURE 16–5 Traffic density estimation algorithm workflow.
The traffic density estimation algorithm uses lane segmentation and merges several iterations of a car cascade
detector in order to obtain an estimation of car density.
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FIGURE 16–6 Traffic camera and cascade-based car detection algorithm.
Figure (A) shows a snapshot of a traffic camera in Arkansas, United States, and figure (B) shows a traditional
cascade-based detection algorithm only able to detect some of the cars. Data from https://www.kasu.org/post/
arkansas-begin-streaming-nearly-100-traffic-cameras-online.

FIGURE 16–7 Traffic density estimation.
Estimation of traffic density in each of the two lanes based on integration of several levels of cascade classifiers.
Figures (A) and (B) show two different lanes extracted from Fig. 16�6. Figures (C) and (D) show the superposition
of the cascade classifier at different iterations. Finally, figures (E) and (F) show the density distributions obtained by
intersecting the classified areas.
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based on the same cascade classifier that is shown in Fig. 16�6. The 3D distribution
resulting of accumulating the intersection of this detected objects is shown in
Fig. 16�7E and F. We have tested the performance of the algorithm for different types
of roads and times of the day. Fig. 16�8 shows the density distribution before integra-
tion for (A) a congested road outside a city, (B) a traffic jam in a big metropolitan ave-
nue, and (C) an evening road in the outskirts of another town.

FIGURE 16–8 Traffic estimation in different situations.
Estimation of traffic density using the presented algorithm in three different situations: Figure (A) shows a
congested road outside a city (https://www.pexels.com/photo/cars—traffic—1328359/), figure (B) shows a traffic jam
in a big artery of a metropolis (https://pxhere.com/en/photo/1214630), and figure (C) shows a normal road in the
outskirts of Belfast. The images on the right side show the density distributions before integration. Source: (C)
Reproduced from Evening traffic, Belfast (November 2015) cc-by-sa/2.0—© Albert Bridge—geograph.org.uk/p/
4727179.
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The lane segmentation can be either done in an automatic way or manually. A manual
approach has the benefit of choosing an area of interest for each situation, but an automatic
approach is also possible given a sample without any vehicles or with a reduced number of
objects. In the same way, the different levels of traffic density can be dynamically calculated
by obtaining a daily minimum, maximum, and the mean and standard deviation, or manu-
ally assigned based on a series of sample images. The integration output is hardly compara-
ble between different scenarios as the distance of the camera with respect to the road, its
view field, and other aspects of the camera positioning significantly affect the behavior of the
cascade classifier. Traffic density data are then merged with data from sensor nodes, com-
pressed, and encrypted before being sent using LoRa. Because of the real-time need of the
system, we use raw LoRa and implement a frequency hopping scheme and dynamically
adjust the LoRa modulation parameters in order to overcome duty cycle limitations. Since
we are not using LoRaWAN or other network protocols, the messages include edge device
identification and are encrypted based on a preconfigured key using AES-256.

16.6.1 Performance evaluation

A lightweight algorithm can provide a good estimation of traffic flow or vehicle density with
real-time image processing in a resource-constrained edge device. Therefore, while there is a
minimum level of accuracy required in order to obtain meaningful information, the focus of
the algorithm is on reducing latency as much as possible.

Table 16�1 shows the run-time needed on an Intel(R) Core(TM) i5-6200U CPU for a
state-of-the-art algorithm implemented with OpenCV and neural networks based on the
YOLO and SORT algorithms [57,58], which is compared to the run-time needed by our algo-
rithm. Even though the performance of both algorithms is not comparable, as our proposed
algorithm only provides a rough estimate of how full a given area of the road is of vehicles,
we have measured and compared their latency to see how they would perform on an edge
device. In that sense, the traffic counter algorithm has very high accuracy and is able to track
individual vehicles through consecutive video frames. However, even in a relatively powerful
Intel i5 CPU with four cores, the algorithm is able to analyze a single frame per second. If it
is run on a more resource-constrained platform, the performance can be significantly
reduced and it would become the bottleneck of real-time operation. The proposed algorithm,
instead, only takes about 150 milliseconds to analyze one frame. Therefore, multiple frames
per second can be processed even in a less powerful CPU such as that of a Raspberry Pi. The

Table 16–1 Traffic counter and density estimation latency.

Loading model (ms) Frame analysis (ms)

YOLO1 SORT 121 985
Density estimation 5 144

Notes: Latency comparison between a NN-based vehicle counter and the proposed traffic
density estimation algorithm. Algorithms have been tested using an Intel(R) Core(TM) i5-
6200U CPU @ 2.30 GHz.
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model loading time is also significantly lower even though this has less impact on perfor-
mance as it is done only once at boot (Fig. 16�9).

In practice, the main limitation for real-time operation is the LoRa link between the edge
and fog layers. Therefore, having 1�2 frames per second processed at the edge device is suf-
ficient for a practical application, and the proposed algorithm performs fast enough to meet
this requirement.

16.7 Discussion
When designing a system based on LoRa, it is essential to consider application requirements
and regulations. For instance, although LoRa-based modules are capable of transmitting up
to a data rate of 250 kbps in theory, the actual data rate in a typical transmission is much
lower in practice. Depending on the scenarios and application environment, the successful
transmission range varies from one kilometer to a few kilometers (e.g., 2�5 km). For
instance, the transmission range in a city with several multi-story buildings between receiver
and transmitter can be of 1�2 km [60].

Similar to other wireless communication protocols, LoRa is vulnerable in terms of packet
injection attacks. For example, a third party can play anonymous sensor nodes near gate-
ways,mimic LoRa sender nodes and inject a large amount of data in the network. These
data might be collected by LoRa gateways. As a result, actual data sent by sensor nodes can-
not reach the gateways.

LoRa itself does not contain any secured mechanism by definition. It is thus necessary to
apply some secured method for LoRa network. For example, LoRaWAN applies AES-128 for
packages transmitted over LoRa. The benefit of AES-128 is that it is required fewer resources
(e.g., hardware, and energy consumption budget) to implement and run AES-128 at sensor
nodes and gateways. However, the AES-128 cannot be considered as a highly secured mech-
anism. Applying complex security mechanisms can cause an increase in energy consumption
due to the heavy computations of the mechanisms. Therefore, system administrators need to
choose an appropriate security mechanism depending on the application.

FIGURE 16–9 Traffic density estimation in a highway. (A) Image after lane segmentation and (B) density function
before integration.
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16.8 Conclusion
We have proposed a system architecture that integrates LoRa as a long-range and low-power
wireless communication technology and edge and fog computing as solutions for reducing net-
work load and distributing computational capabilities. The results show that the proposed system
architecture can be suitable for different applications. Moreover, we have presented a lightweight
image processing algorithm that can be used to estimate traffic density in a smart city.

We have reviewed the concepts of edge and fog computing and introduced their benefits
in terms of network load reduction and computational load distribution when compared to a
traditional cloud-centric IoT architecture. We have also presented different technologies in
the LPWAN spectrum and shown the advantages and disadvantages of each of them from
the point of view of data rate, range, openness, or ease of deployment.

The proposed system architecture is flexible enough to accommodate a wide variety of
sensor nodes, while providing complex information such as traffic flow without the need of
heavy computation or transmitting high-quality images to cloud servers. We have implemen-
ted the proposed architecture with an edge device and a sensor node and shown the perfor-
mance of our lightweight image processing algorithm for traffic density estimation. Finally,
we have compared the latency of our algorithm for single frame processing with state-of-the-
art solutions in vehicle counters.

Future work will include the incorporation of more types of sensors into the same plat-
form, and a focus will be put on specific compression techniques that can be used at the
edge devices to further reduce the network load and take more advantage of the LoRa link.
We will also further improve the traffic density estimation algorithm and perform bench-
marking with other similar solutions.
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17.1 Introduction
Low-power wide-area (LPWA) technologies are the most recent addition to the portfolio of
the massive machine-to-machine (MM2M) applications for the Internet of things (IoT). As
one can see from the term itself, the low energy consumption and the broad coverage are
the two distinctive features of the LPWA technologies. Also, the cost of the solution and ease
of the deployment, both for the devices and the infrastructure components, are of particular
importance.

Despite appearing on the commercial market only a few years ago, the LPWA technolo-
gies are now seen as the key driver for the IoT market growth in the coming years. The num-
ber of the LPWA chipsets shipped yearly is estimated to exceed 100 million units [1] and the
number of the machines connected with these technologies is expected to demonstrate the
compound annual growth rate of 109% and reach 1 billion by 2023 [2].

Given this tremendous growth, in a very short time, there will be hundreds, if not thou-
sands of LPWA networks-based IoT devices deployed around us to address the diverse appli-
cations and use cases. However, can we rely on these systems? Moreover, are they safe and
secure to use? Also, if not, how can we fix them? These questions are especially crucial due
to the fast development cycle and short laboratory-to-market path for many LPWA technolo-
gies and commercial LPWA-based applications and solutions.

Therefore, in what follows we approach these issues by providing a comprehensive over-
view and the detailed discussion of the critical security aspects for LPWA technologies in
general and the security solutions underlying the three dominant state-of-the-art (SotA)
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LPWA technologies, namely long-range wide-area network (LoRaWAN), Sigfox, and
narrowband-Internet of things (NB-IoT) [2], in particular. The discussion is followed by the
analysis and discussion of the ways how the security of the LPWA solutions may be
improved in the future.

17.1.1 Low-power wide-area architecture

Albeit the LPWA technology market is still very fragmented and composed of several dozen
different technologies, the technical solutions underlying many of them have much in com-
mon. Specifically, many LPWA technologies feature the architecture similar to that illustrated
in Fig. 17�1.

A conventional LPWA network features the star-of-stars topology with three major actors:

• The machines, which we term end devices (EDs)1 and which are typically represented by
resource-limited radio-enabled machines such as, sensors and actuators. Among the
most common limitations for LPWA EDs are their limited processing capabilities (due to
the push for ED cost minimization) and their energy budget (for the EDs powered with
batteries). Also, to address the scalability constraints, the LPWA network operators often
limit the amount of uplink or downlink traffic for particular EDs (e.g., in the form of
monthly uplink/downlink data traffic, the share of time the ED can operate in the
channel, or the number of uplink/downlink packets transferred per a unit of time).

FIGURE 17–1 Typical architecture of an LPWA network.

1 For the sake of consistency throughout the chapter we use the terms “end device” or “device” to disambiguate
an IoT device, and “gateway (GW)” to denote the first element of network infrastructure, with which the ED
communicates using a nonlicensed band LPWA technology. In the case of licensed LPWA technologies, we used
more common terms user equipment (UE) and evolved NodeBs (eNB) instead of ED and GW, respectively. The
terms “end-user” and “subscriber” are used interchangeably to denote an external human or machine prosumer of
the IoT data.
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The EDs typically communicate only with the GW, while communication between the
individual EDs or between an ED and a third-party system is typically not supported.

• The LPWA network core is typically composed of one or multiple GWs, which are
connected through an Internet protocol (IP)-based backbone link to a server or cloud,
which manages the LPWA network. Typically, a wired interface (e.g., Ethernet or optical
fiber cable) is used as the physical layer for backbone, albeit there are also commercial
solutions featuring the broadband wireless backbone. Also, the LPWA network core may
encapsulate other elements such as the dedicated authorization server or the server
storing the data and managing the access to the data by external systems and services.
These may also be integrated with the network-managing server or, in some cases, even
the GW. Most often, the elements of the LPWA network core are powered from mains
and thus are not significantly restricted for their energy consumption.

• The third component of an LPWA application is the various external systems and services
—end-users and subscribers, which communicate with the LPWA network core to obtain
the data sent by EDs in the uplink or to inject the data that need to be delivered to EDs in
the downlink. The communication between end-users and LPWA core are typically
carried using the IP-based interfaces and using special application programming
interfaces.

17.1.2 Low-power wide-area technology—security and challenges

From the discussion above, it becomes clear that an LPWA system has rather complex archi-
tecture and several different interfaces, all of which have to be secured. Specifically:

• The over-the-air interface between EDs/UEs and GWs/eNBs,
• The wired/wireless interface used to interconnect the components of the core LPWA

network (e.g., the GWs/eNBs and the data server), and
• The interfaces between the LPWA core network and the end-user application servers/

services.

Note that the two latter interfaces typically feature fully functional IP-based communica-
tion and thus can rely on the well-established security and authorization protocols developed
for the Internet. Therefore, in what follows, we will primarily focus on the security aspects of
over-the-air (OTA) LPWA communication.

Depending on their main purpose, the potential attacks on LPWA can be divided into sev-
eral major subgroups:

• Data-focused attacks: These are the attacks focusing on accessing the data circulating in
LPWA networks or on injecting the counterfeit data in the LPWA networks.

• Denial of service (DoS) attacks: The main purpose of these attacks is to intentionally
obstruct or even completely prevent the data transfers in the LPWA network. Jamming,
hijacking of destroying the EDs, or making the GWs use their limited resources (e.g., the
radio spectrum) inefficiently are just a few illustrative examples of these.
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• Monetary-focused attacks: Another possible target for an attacker might be to inquire the
maximum monetary losses for LPWA network operators and/or ED owners. To give an
example, blocking the home network, thus forcing an ED to use roaming is just one
possibility. Alternatively, an attacker may attempt to get his/her data sent at no cost or
putting the costs to another user.

• Hardware-exploitation attacks: These are the attacks intended to obtain control over the
elements of LPWA networks in order to reallocate them for other tasks (e.g.,
cryptocurrency mining, spying, or exploiting them to launch a DoS attack).

• Hybrid attacks: These attacks attempt to approach several goals at a time.

The two former attack types are rather common and can take place in any wired or wire-
less network (e.g., the Internet). The monetary attacks are also possible only for the systems
involving billing. Although attacks of this type are also feasible in the other wireless networks
(e.g., cellular or commercial Wi-Fi, to give an example), we are not aware of any studies
investigating the tolerance of LPWA technologies to this type of attack. Given the limited
capabilities of many LPWA devices, gaining control over the hardware operation (i.e., the
hardware-exploitation attack) of the individual devices may not be the most appealing goal
for an attacker. However, if there will be a possibility to get control over thousands or even
millions of devices through a single attack—it will be certainly exploited. Another potential
goal for hardware-exploitation attack is the elements of LPWA network backbone infrastruc-
ture, especially the ones possessing substantial processing power.

Among the hybrid attacks, which focus on several of the discussed above goals, the
energy depletion attacks are especially relevant for IoT and LPWA networks. These attacks
focus on increasing the consumption of the IoT devices and LPWA network infrastructure,
thus reducing the lifetime of the network and increasing the operation costs. These attacks
are much less common since they make sense only for the systems with limited energy avail-
ability. Previously, the energy attacks have got limited attention in the context of the wireless
sensor networks (WSNs). Nonetheless, the WSNs differ from LPWA networks, and energy
depletion LPWA network attacks have been almost not investigated to this day (the only
paper partially addressing this problem for LoRaWAN known to the authors is [3]).

17.2 Security features of state-of-the-art low-power
wide-area technologies

In what follows, we discuss the main security features of the three SotA LPWA technologies.
We assume that the basics of the technical solutions and the key terminology for the three
LPWA technologies focused (i.e., Sigfox, LoRaWAN, and NB-IoT) are already familiar to the
readers. Should this information be needed, it can be found from the initial chapters of this
book or from various external sources.

For each of the technologies, we first introduce the critical security credentials and detail
the way these are produced and distributed. Next, we focus on the identity protection
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approaches utilized within each technology. The discussion of the authentication
mechanisms for ED, network, individual messages, and even the end-users follow.

Next, we focus on the security procedures related to the actual data transfer. We detail
the mechanisms intended to ensure data integrity and confidentiality, which protect data
against unauthorized changing and access, respectively. To characterize the network opera-
tors’ role and capability to access the data, we detail the end-to-middle (E2M) and end-to-
end (E2E) security solutions next.

Finally, we go through other relevant parameters such as forward secrecy (protection of
past sessions against compromises of credentials happening in future), replay protection
(robustness against replay attacks), delivery reliability (mechanisms preventing data loss),
prioritization (possibility to prioritize selected messages), updatability (possibility to change
the security credentials or even the algorithms), network monitoring and filtering (capabili-
ties of the network to detect abnormal behavior or an attack), algorithm negotiation (support
of more than one security algorithm), class break resistance (possibility of an ED to keep
secrecy of its communication if the credentials of another ED are compromised), certification
processes (specific procedures related to ED connection to the LPWA network, the commer-
cial availability of devices and infrastructure elements), and IP support (which provides
interoperability, but may introduce some new vulnerabilities).

17.2.1 Sigfox

The Sigfox security design is based mainly on symmetric cryptography. Moreover, some
security features, such as encryption, are on-demand and not provided by default. This sec-
tion compiles results of documentations analysis, best practices, and even reverse engineer-
ing to generate the complete picture of the main security features of Sigfox technology [4�6].

• Credential and their provisioning. The Sigfox technology uses three main credentials:
device identification (ID, 4 bytes(B)), porting authorization code (PAC, 16 B), and key
(sometimes referred also as network access key, NAK, 16 B). There are three different
ways how credentials are delivered, namely via (1) Sigfox Central Registration Authority
(CRA), (2) secure element (SE) providers, and (3) the Sigfox build platform (used
exclusively for the products in development). The procedures for (1) and (2) are shown in
detail in Figs. 17-2 and 17-3, respectively. Since (3) is not intended to be used for any
commercial devices, we do not address it here.

The principal difference between (1) and (2) is the location, where the security
credentials are stored. In the former case, the credentials are kept in local memory (e.g.,
in radio transceiver or a location accessible by the processor of the IoT device). In the
latter case, the credentials are stored in a specialized chip, such as STSAFE-A1SX [7].

The ID acts as the unique identifier of an ED in the Sigfox network. The 4 B ED ID
results in the address space of 232, that is, 4,294,967,296 unique addresses. The Sigfox
report from May 2018 [8] estimates the number of deployed Sigfox devices to reach 3
million, which is below 0.1% of the total maximum limit. Note that the device ID is
typically neither encrypted nor protected.
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The NAK is the key used to encrypt all the communication, which is known only to
the manufacturers/CRA/SE providers. The PAC is a one-time code used to confirm ED
ownership in the process of its registration as a part of its assignment to a particular
device group. The PAC is regenerated after each registration and delivered to the group
owner and must be kept confidential, since knowing it, one can virtually “hijack” the ED
by connecting it to a third-party device group.

In addition to ID, NAK and PAC, two other keys are specified in the Sigfox
documentation—the authentication key (Ka, 16 B) and the encryption key (Ke, 16 B). By
default, Ka is the same as the NAK. The difference between the two is that the NAK is
used mostly in the registration processes, while Ka is employed in the cryptography
processes. The Ke key is used to encrypt the frames exchanged between the devices and
the Sigfox core network, if encryption service is activated. The Ke is derived by applying
Advanced Encryption Standard AESECB-128 to the NAK.

• Identity protection. The Sigfox solution for identity protection is based on combination of
unique ID and PAC. ID is typically transferred via air in nonencrypted form. Therefore,
the ED identity is protected primarily by PAC. The ID of the ED is static and does not
change through the lifetime of the device. The PAC changes only when a device is
registered to a new group. Note that there is neither temporary mobile subscriber identity
(TMSI) service/protocol nor any equivalent managing identity protection.

• Authentication (device, network, message, and subscriber). Each Sigfox device has a unique
identifier ID, which is not protected. Modification of ID is not supported either. To register
an ED at the Sigfox cloud service, one has to possess the device ID and a valid PAC.

The network is identified by unique private NAK, which is known only to the
manufacturers/CRA/SE and has to be put in the device for it to communicate with the
network. Note that no mechanism for changing the NAK, should it ever be compromised,
is available. The authentication of each message is provided via AESCBC-128(Ka, Data).

The cloud authenticates the subscriber via an email and a password, which must have
at least eight characters containing at least one lower case (26 valid characters), one
upper case (26 valid characters), one digit (10 valid characters), and one symbol (32 valid
characters). Since the login is not protected against multiple tries, the brute-force attack is
possible. Considering, for example, attacker having the maximal distributed power equal
to that of distributed.net (1049.20 gigakeys(GKs)/s) [9], the attack would need at
maximum 948/1049.20 GKs5 96.83 minutes to break the weakest possible password.
Increasing the password to 10 characters would increase the time to break the password
to over 1.6 years, while brute-force breaking of a 12-character password would require
over 14,000 years.

• Data integrity. The data integrity is ensured by the 2 (in uplink)/1 (in downlink) bytes of
cyclic redundancy check (CRC) produced by the polynomial function. For the uplink the
polynomial function is x161 x121 x51 1, result is XOR-ed with 0xFFFF. For the downlink
the polynomial function is x81 x51 x31 x1 1 and the result is put in CRC field.

• Data confidentiality. By default, the Sigfox radio messages between an ED and a GW are
not encrypted. The secured IP connection is established only between a GW and an
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network server (NS) through virtual private network/secure sockets layer (VPN/SSL) (over
Eth/DSL/4G/long-term evolution (LTE) depending on the availability and Sigfox
infrastructure) and between the NS and a subscriber via HTTPs protocol. However, Sigfox
introduced new service in Q4/2017 for the EDs to provide E2M security. This service is
available at extra cost on request. Moreover, the service must be supported by both the
local Sigfox operator and by the ED. This service implies the use of AESCTR-128
encryption with Ke derived from NAK (Ka). The requirement for Advanced Encryption
Standard (AES) is to support encryption of up to 264 blocks of data (approximately
9.22 � 1018 messages) before the key exchange need arises. Given the typical limit of 140
Sigfox messages per day, the need for key exchange would arise in 1.80 x 1014 years.
However, should the key get compromised, no mechanism for changing it is available.

• E2M security and end-to-end security. The E2M security is provided via integrity,
authentication, and encryption function, as discussed above. The E2E security is not
provided and needs to be implemented by the application developer.

• Forward secrecy. Sigfox communication protocol does not use any forward secrecy or
single-session protection.

• Replay protection. To fight a packet replay attack, the message counter value is encrypted
and sent in each message. The counter field is 12 bit wide and can encode 4095 values.
For an ED sending 140 messages per day, the counter would repeat in approximately
29.25 days. Except the counter, two timestamps are used. The former (T M0) is added to
each received message by the GW. The latter (T M1) is generated once Sigfox NS receives
the message. The two timestamps are used to compute the NS-GW delivery latency to
protect the message against replay attack between the GW and the NS. However, the
“stop-and-replay” attack (i.e., jamming the EDs, changing the message, and resending in
selected time) is still feasible.

• Reliable delivery. Some Sigfox operators claim to achieve the 99% reliability [10]. This is
achieved by combining the message repetition and random carrier selection. Moreover,
Sigfox also employs cooperative reception, allowing multiple base stations (on average—
three) receive each message, to make a transmission more reliable. As a result, the Sigfox
solution implements time, frequency, and spatial diversity.

• Prioritization. Sigfox technology does not offer any packet prioritization mechanism.
• Updatability. The limited downlink capabilities (typically only four messages of 8 bytes

per day) offer minimal capabilities for any update. Moreover, the update procedures are
out of the scope of the Sigfox specification and must be handled through the application
layer.

• Network monitoring and filtering. Each GW implements preliminary uplink message
validation and CRC check. However, this is the NS, which handles the final message
processing (computes and validates the data authenticity, checks the sequence number
and timestamps, removes the duplicates) and billing.

• Algorithm negotiation. Sigfox EDs use predefined algorithms, and there is no algorithm
negotiation mechanism.
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• Class break resistance. There is no secret/private key sharing between different EDs. All
EDs use unique device ID and keys. Nevertheless, the same cryptography algorithms are
used by each device.

• Certified equipment. Sigfox is a proprietary solution, which operates in the unlicensed
bands. However, there are strict policy and regulations in place for deploying new EDs
and GWs. The Sigfox control authority must always certify an ED or any other device
entering the network. The Sigfox EDs are openly available on the market. The network
infrastructure (e.g., GWs) is provided by Sigfox only to the selected partners.

• IP network Sigfox implements non-IP data delivery (NIDD) over the air. The radio frames
are further encapsulated in the IP packet by the GW and delivered to NS via VPN/SSL,
which should provide sufficient security in this part of the network.

17.2.2 Long-range wide-area network

Likewise Sigfox, LoRaWAN security solution is based on symmetric cryptography. The follow-
ing discussion is based on the analyses of the recently released documentation for LoRaWAN
specifications 1.1 [11,12] and 1.0.3 [13], and LoRaWAN back-end specification [14]. Note that
in what follows, we primarily focus on the public LoRaWANs, in which the ED owner and
the network service providers are different parties.

• Credential and their provisioning. For communicating in the network, a LoRaWAN device
requires to have a unique device address (DevAddr) and two keys: the network session
key (NwkSKey), securing the communication between the ED and the NS, and the
application session key (AppSKey), encrypting the application payload. The LoRaWAN
specification offers two ways to obtain and distribute these keys. The former option is
named activation by personalization (ABP) and implies that credentials are provided to
the ED and NS offline during production deployment.

An alternative is the over-the-air activation (OTAA), enabling to generate the needed
keys in the process of connecting an ED to the network. Note that before specification 1.1
both AppSKey and NwkSKey were derived using the same application key (AppKey),
which, thus, has to be known to the network operator. Specification 1.1 introduces
another AES-128 root key, called NwkKey, which is used to derive the FNwkSIntKey,
SNwkSIntKey, and NwkSEncKey session keys. This key is shared with a network operator
to manage the Join procedure and to derive the network session keys, while the AppKey
is kept private. Note that the storage of the keys is outside of the LoRaWAN specification’s
scope.

• Identity protection. The identity protection in LoRaWAN is partial and bases only on the
DevAddr. The device addresses are static for ABP-devices but may be changed for OTAA-
EDs. More advanced solutions for identity protection, such as TMSI, are currently
missing.

• Authentication (device, subscriber, and network). The subscriber authentication is out of
LoRaWAN specification scope. For an ABP device, no explicit authentication neither for
devices nor for network is supported.
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Each OTAA-ED node has to have the 64-bit globally unique identifier called device
identifier (DevEUI), the application identifier (AppEUI) which uniquely identifies the
application in the context of the LoRaWAN network, and the unique 128-bit AppKey. The
ED sends the join request message with AppEUI, DevEUI, random DevNonce, and adds
the message integrity code (MIC) computed using AppKey. The NS checks the MIC and
generates keys. The mutual authentication is ensured by the knowledge of the AppKey on
both sides.

The specification 1.1 improves OTAA procedure by modifying JoinAccept MIC to
prevent the replay attack. Further, all nonces are not random numbers, but the counters.
Also, from specification 1.1, the OTAA may be managed by the dedicated join server. The
mutual authentication is still based on the secrets, shared between the devices and the
join server. The knowledge of secrets is proved by computing and checking the cipher-
based message authentication code (CMAC) functions (i.e., MIC).

• Data integrity. It is ensured by the 32-bit MIC produced by the CMAC algorithm using
the 128-bit AES encryption. The 4-byte MIC is calculated from a MAC payload, and the
NwkSKey key shared between the NS and the ED. This code is added after the MAC
payload. To avoid a packet replay attack, a frame counter is used. However, the payload
could be flipped due to the fact that AES-counter mode (AES-CTR) mode does not
support data authentication.

• Data confidentiality. Data encryption is ensured by the 128-bit AES encryption in the CTR
mode. Application payloads are encrypted using the AppSKey. For pre-LoRaWAN 1.1
networks, the AppSKey needs to be provided to the NS, but for networks supporting later
specification versions, this key can be kept confidential.

• E2M Security and E2E Security. The LoRaWAN 1.0 provides only E2M security due to the
key sharing. However, LoRaWAN 1.1 provides full E2E Security. The networks composed
of both LoRaWAN 1.0 and 1.1 EDs have to use the security solution of LoRaWAN 1.0.

• Forward secrecy. LoRaWAN does not imply any forward secrecy or single-session
protection.

• Replay protection. The replay protection is handled by using message counters. The
specification version 1.1 improves OTAA (Join procedure) by modifying JoinAccept MIC
to prevent the replay attack. Similarly to Sigfox, the timestamps of packet reception by
GW and NS can be used to prevent replay attack in the backbone.

• Reliable delivery. Most often the LoRaWAN packets are sent with no repetitions or
acknowledgments, even though both these mechanisms are supported.

• Prioritization. Currently, neither quality of service (QoS) nor prioritization is supported.
• Updatability. The session keys of OTAA-EDs can be updated by making and ED rejoin the

network. The preshared master key AppKey cannot be updated using conventional
LoRaWAN procedures.

• Network monitoring and filtering. Likewise for Sigfox, each GW does the preliminary
message check, and the NS handles the final filtering and validation.

• Algorithm negotiation. LoRaWAN EDs use predefined algorithms, and no algorithm
negotiation mechanism is in place.
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• Class break resistance. There is no secret/private key sharing between EDs. Each device
uses a unique identifier and keys.

• Certified equipment. LoRaWAN is a standardized solution based on proprietary
modulation, which runs in an unlicensed band. The LoRaWAN Alliance certifies the
equipment. Note that both the EDs and the GWs/NSs are openly available for purchase.

• IP network. LoRaWAN use NIDD over the radio layer. Communication between a GW
and NS is via VPN/SSL.

17.2.3 Narrowband-Internet of Things

The security mechanisms of NB-IoT resemble that of the LTE system, from which it had orig-
inated. In what follows the comprehensive discussion of NB-IoT security mechanisms
encompassing UE authentication, nonaccess stratum (NAS) security and access stratum (AS)
security setup is provided.

• Credential and their provisioning. NB-IoT authentication procedures are based on the
subject (e.g., the UE) first asserting a particular identity so that the other party (e.g., the
network) can then verify that the subject’s credentials match that identity. There is an
underlying assumption, therefore, that the identifier is (1) unique and (2) permanently
mapped to a particular subject. If this is not the case, then any authentication of that
identity might potentially be subverted.

One example of a potentially subvertible identifier is the International Mobile
Equipment Identity (IMEI) used in Third Generation Partnership Project (3GPP)
networks, including the NB-IoT. The registration protocol ensures that the network
receives the IMEI provided by the mobile device. In theory, the IMEIs are unique, but in
reality, false and duplicate IMEIs do appear. In contrast, the International Mobile
Subscriber Identity (IMSI) embedded in 3GPP Subscriber Identity Module (SIM) or
Universal SIM (USIM) represents a reliable, unique identifier. The certification programs
are intended to ensure that both the IMSI itself and the associated subscriber
authentication key Ki are securely provisioned and stored.

• Identity protection. Some protocols include privacy-preserving measures to minimize the
use of permanently allocated identifiers, which could be intercepted and correlated with
device activity over time. An example of this is the TMSI allocated by 3GPP networks to
address the mobile device instead of the IMSI, which is only used when a device
connects to the network.

• Authentication (device, subscriber, and network). The process of authentication of UE in
NB-IoT/LTE network is conducted using the authentication and key agreement (AKA)
procedure. The whole process can be divided into three individual steps, which are
depicted in Fig. 17�4. Further, all integrity/ciphering keys, which are relevant for this
procedure, are listed in Table 17�1.

When a UE attempts to access the network for the initial attach, the Attach Request
message containing IMSI, UE network capability (i.e., the supported security algorithms)
and KSIAS ME5 7 (Key Set Identifier) are delivered to the mobility management entity

Chapter 17 • Security in low-power wide-area networks 383



FIGURE 17–4 An overview of NB-IoT communication and security procedures.



(MME). The KSIAS ME5 7 indicates that no access security management entity key (KAS

ME) is available on the UE. When MME receives an access request, the user is identified
using his IMSI and request to home subscriber server (HSS) is issued. As a response, the
HSS generates a set of authentication vectors (AVs)5 {RAND, XRES, AUTNHS S, KAS ME}.
The derivation of all keys in crypto functions blocks in this step is based on AKA
procedure utilizing MILENAGE or TUAK algorithms. The former is a suite of
mathematical functions f1, . . ., f5, based on symmetric-key primitives, specifically the
AES-128. The TUAK was proposed as an alternative to MILENAGE by the ETSI SAGE
committee. Unlike its competitor, TUAK relies on the truncation of Keccak’s internal
permutation [15,16].

The KAS ME generation consists of two steps for both UE and HSS. For the UE, a cipher
key (CK) and integrity key (IK) are derived from the LTE key (K), a 48 bits sequence
number (SQN), and the random number (RAND). The LTE key is stored in the USIM and
cannot be changed, whereas the HSS generates the SQN and RAND. SQN, however, is not
transmitted directly, but it is concealed in AUTNHS S. UE, in order to derive back the SQN,
passes the RAND and LTE K on the input of f5 (part of the MILENAGE algorithm) and the
output is then XOR-ed with AUTNHS S, which produces the required SQN value.

Further, in the second step, CK and IK are utilized to generate KAS ME, which is crucial
for the following procedures. The KAS ME is derived from CK, IK, SQN, and serving
network ID (SN ID) via the secure hash algorithm (HMAC SHA-256) which is also used in
all key derivation function blocks in the rest of the system [17]. The same procedure of
KAS ME generation is also conducted on the HSS. However, in this case, LTE key and IMSI
are provisioned by the authentication center (AuC) [18].

Now the authentication tokens AUTNUE generated by the UE and AUTNHS S received
from the MME are compared. If the authentication succeeds, RES is dispatched to the

Table 17–1 Comparison of LTE/NB-IoT security keys.

Key Length Location
Derived
from Description

K 128 bits USIM, HSS/AuC � EPS master key
CK 128 bits USIM, HSS/AuC K Cipher key
IK 128 bits USIM, HSS/AuC K Integrity key
KAS ME 256 bits UE, MME, HSS CK, IK MME base key
KeNB 256 bits UE, eNB, MME KAS ME eNB base key
KNAS int 128/256 bits UE, MME KAS ME Integrity key for NAS message between UE and MME
KNAS enc 128/256 bits UE, MME KAS ME Encryption key for NAS messages between UE and

MME
KRRCint 128/256 bits UE, eNB KeNB Integrity key for RRC messages on SRB between UE

and eNB
KRRCenc 128/256 bits UE, eNB KeNB Encryption key for RRC messages on SRB between UE

and eNB
KUPenc 128/256 bits UE, eNB KeNB Encryption key for user IP packets on DRB between

UE and eNB
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MME, where the expected authentication result (XRES) received from the HSS is
compared with the RES from the UE. After this process, UE and network have
authenticated each other, and they both share the same KAS ME key, though the real key
has not been directly transferred over the air. The actual value of KAS ME is transferred
only between HSS and MME in AVs. However, more than one AV containing KAS ME can
be generated in the response. Thus the KAS ME is replaced with KSIAS ME in Authentication
Request exchanged between MME and UE. The KSIAS ME value then serves as an index of
KAS ME in a lookup table stored on both UE and HSS. The KSIAS ME consists of three bits,
thus values 1�7 (000�111 in binary) can be used [19].

The AVs are further passed to the MME and stored. The MME selects one of them to
perform an authentication process with the UE. Next, 128 bits random number RAND
and authentication token AUTNHS S are forwarded from the MME to UE, where
authentication result (RES), authentication token (AUTNUE), and KAS ME are computed
utilizing the EPS AKA algorithm [20,21].

Next step in the authentication procedure is the NAS security setup. In this procedure,
NAS security keys to be used during NAS signaling are derived from KAS ME. NAS security
setup consists of Security Mode Command and Security Mode Complete messages
exchange between the MME and the UE. The whole process starts when the Security
Mode Command message from the MME is delivered to the UE. During the first step, the
MME selects NAS security algorithms (Alg-ID, Alg Distinguisher)2 and derives integrity
(KNAS int) and encryption (KNAS enc) keys from KAS ME. Next, MME applies the KNAS int to
the Security Mode Command message producing the message authentication code (NAS-
MAC). The authentication code is generated utilizing the evolved packet system integrity
algorithm (EIA) algorithm selected by the eNB. Later on, the MME conveys the message
which includes the selected security algorithm (NAS ciphering algorithm—EEAx, NAS
integrity algorithm—EIAx) and NAS-MAC to the UE. Since the UE is not aware of the
selected encryption algorithm yet only message integrity is protected.

When the Security Mode Command message is delivered, the integrity of the message
is verified by the UE applying the same integrity algorithm used by eNB. At the same
time, the UE utilizes the NAS integrity/encryption algorithm to generate security keys
(KNAS int and KNAS enc) from the KAS ME. Later on, the Security Command Complete
message is encrypted (utilizing the EEA algorithm selected by eNB) with the KNAS enc and
authentication code NAS-MAC is generated utilizing the KNAS int and attached to the
encrypted message. Finally, the encrypted and integrity protected message is forwarded
to the MME. Once the integrity of the received message is verified and the message is
decrypted using the security keys (KNAS int and KNAS enc), the NAS security setup is
completed [18,20].

When the NAS security setup is finished, AS security setup procedure between UE
and eNB begins. However, since the KAS ME is not transferred directly to the eNB, it

2 In the example depicted in Fig. 17�4, both EEC and EIC algorithms are set to 1, but in a real-world application,
the value is selected by MME.
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cannot derive the KeNB. MME thus generates KeNB from KAS ME and forwards it to the
eNB via Attach Accept message. When the KeNB is derived, the AS security setup may
continue. The AS security ensures the integrity and encryption of radio resource control
(RRC) messages. Similar to the NAS security, the AS security setup procedure consists
of the round trip of RRC signaling messages (Security Mode Command and Security
Mode Complete) and begins when the Security Mode Command is delivered to the UE.
On the eNB, AS security algorithm (Alg-ID, Alg Distinguisher)3 is selected and used for
IK (KRRCint) and encryption key (KRRCenc) generation. Both keys are derived from KeNB

and are used for ensuring RRC signaling messages integrity and encryption,
respectively. The third key (KUPenc) is also derived from KeNB and used to encrypt data
transfers for user plane. Then KRRCint is applied to the Security Mode Command
message a message authentication code for integrity (MAC-I) utilizing the selected EIA
algorithm. Now the Security Mode Command message containing the selected AS
security algorithm and the MAC-I is transmitted to the UE. When the UE receives the
message, its integrity is verified by applying the AS integrity algorithm selected by the
eNB. Further, AS integrity/encryption algorithm is used to generate AS security keys
(KRRCint, KRRCenc, and KUPenc). Finally, Security Command Complete message, containing
MAC-I, is generated using RRC IK, and the message is forwarded toward the eNB. When
the eNB successfully verifies the integrity of the received message, the AS security
procedure is completed [18].

• Data integrity and control integrity. There are four algorithms for confidentiality and
integrity protection in NB-IoT: NULL (no security algorithm used), SNOW3G (128-bit
stream cipher) [22,23], AES (128-bit block cipher in CTR mode) [24,25], and ZUC (Zu
Chongzhi) (128-bit stream cipher) [26,27]. For integrity protection, EAIx commands are
used, where the x stands for the code of selected algorithm.

Turning on the security feature allows the systems to use the secret keys discussed
above to execute encryption/decryption. This allows to protect the confidentiality and
integrity of the RRC messages between UE and the eNB, as well as of the NAS messages
between UE and the background services. The protection is based on the communication
layer and is transparent to users. In essence, the security is built on the predistributed
secret key stored in the SIM card.

Network devices can disable the NAS security feature. Then after reaching the eNB,
the transmission of the message will be in clear text. Adversaries can use the specialized
devices to intercept the data from the base station to the core network. Because of those
shortages in communication layer, some applications that demand high-level security use
E2E security enhancement on the application layer. The enhancement is based on
certificates. It can achieve certificate issuing, secret key agreement similar to TLS [28],
and E2E secure communication.

3 In the example depicted in Fig. 17�4, both EEC and EIC algorithms are set to 1, but in a real-world application,
the value is selected by eNB.
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• Data confidentiality. NAS commands control data confidentiality. Also, the same three-
cipher algorithms based on symmetric cryptography are used. The selection of the
algorithm is driven by EEAx parameter of the command.

• E2M security and E2E security. LTE security [29] is based on the AKA procedure, which
allows both the UE and the eNB to achieve mutual authentication and to generate session
ciphering (CK) and integrity (IK) keys. Different AKA procedures are implemented in the
LTE security architecture to support UE access to the evolved packet core (EPC) via non-
LTE access networks. When a UE connects to the EPC over the evolved universal mobile
telecommunications system terrestrial radio access network, the AKA procedure is
performed between the UE and the MME. However, when a UE connects to the EPC via a
non-3GPP access network, the authentication is done between the UE and an
authentication, authorization, and accounting (AAA) server. If the UE has no
preconfigured information, the non-3GPP access network is considered untrusted, and
the UE traffic needs to pass through a trusted evolved packet data gateway connected to
the EPC by establishing an IPsec tunnel using the Internet Key Exchange Protocol version
2 (IKEv2). If there is preconfigured information, the non-3GPP access network is
considered trusted, and the UE and the AAA server will utilize the extensible
authentication protocol-authentication and key agreement (EAP-AKA) or improved EAP-
AKA (EAP-AKAʹ) [30].

• Forward secrecy. Not implemented by default.
• Replay protection. Key hierarchy is used for ciphering and integrity protection of NAS

signaling messages between the and the MME.
• Reliable delivery. Let us consider a device that sends information to a base station.

When a device sends a message, it has no way to know that this message has been
correctly received. That is why in many communication protocols, a second message is
sent from the base station back to the device, to inform that everything went fine. If one
cannot afford to lose the data, the bidirectional communication between the base
station and the device is crucial. In NB-IoT, this idea is automatically applied in the
MAC layer with what the 3GPP name as the hybrid automatic repeat request (HARQ).
To enable low-complexity UE implementation, NB-IoT allows only one HARQ process
in both downlink and uplink and allows longer UE decoding time for both narrowband
physical downlink control channel and narrowband physical downlink shared channel.
Asynchronous, adaptive HARQ procedure is adopted to support scheduling flexibility
[31].

• Prioritization. NB-IoT uses an S1-based connection between the radio network and the
EPC. The connection to the EPC provides NB-IoT devices with support for roaming
and flexible charging, meaning that devices can be installed anywhere and can
function globally. The ambition is to enable certain classes of devices to be handled
with priority to ensure that emergency-situation data can be prioritized if the network
is congested.

• Updatability (device/firmware and Keys/Sec. algorithms). Out of the box, NB-IoT support
OTA firmware updates. However, this functionality is only supported in IP
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transmission mode. Symmetric-key management of NB-IoT communication follows the
GBA mechanism. Corresponding protocols include 3GPP TS 33.220, 3GPP TS 33.228,
3GPP TS 33.246, and so on. The relatively mature key agreement follows AKA protocol
[32]. However, it only handles communication security and is not applied to the secret
keys [33].

• Network monitoring and filtering. Network can be monitored in real time by the internal
processes of the mobile network. As the core of the networks is IP-based, the traffic can
be also monitored using firewalls.

• Algorithm negotiation. Before the communication over the network can be protected,
both the UE and the network need to exchange information on what security
algorithms they can use [34]. Evolved packet system part of the network can support
multiple algorithms and define three classes of security algorithms [35]: (1) 128-EEA1
and 128-EIA1 based on 3GPP TS33.401 specification [36], (2) 128-EEA2 and 128-EIA2
build on AES [37], (3) 128-EEA3 and 128-EIA3 based on ZUC [38]. The first two classes
of the algorithms above need to be supported by all entities in the network, that is,
UEs, eNBs, MMEs, etc. The third class is optional for implementation. Furthermore,
EPS can be additionally extended to support more algorithms as technology evolves.
The algorithms are negotiated at two levels: (1) between UE and the base station (AS
level) and (2) between UE and the core of the network (i.e., the MME-NAS level). The
network selects the algorithms based on the security capabilities of UEs and the
preconfigured list of allowed security algorithms for the entities in the network, that is,
MMEs or eNBs. Messages are not protected before security algorithms are agreed, and
protection of the signaling has been set up. If UE detects a mismatch between the
security capabilities it sent to the network and the configuration received from the
network, the UE cancels the attach procedure. In case the security capabilities match,
two “Security Mode Command” procedures are used to indicate the selected
algorithms and to enable ciphering, and integrity with replay protection. First “Security
Mode Command” procedure is handled for the AS, and the second one—for the NAS.
From the network side, the MME does select the NAS-level algorithms, and the eNB is
responsible for selection of the AS-level algorithms, including the user plane algorithm.
If needed, the NAS-level algorithms can be changed through the NAS Security Mode
Command procedure. On the other hand, it is not possible to change the AS-level
algorithms using the “AS Security Mode Command” procedure.

• Class break resistance. No private keys are shared between devices; thus NB-IoT
technology is class break�resistant.

• Certified equipment. The NB-IoT equipment needs to pass certification. The UE devices
are openly available, while the eNBs are available only from a few manufacturers around
the globe.

• IP network. Both IP and non-IP data can be sent for NB-IoT via NAS using the signaling
radio bearers (SRB). This mechanism is designed to facilitate small data transfer, reduce
the signaling overhead, and reduce the energy consumption for UE. Small data transfer
can further be optimized using NIDD.
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17.3 Future vision: Internet of things and 5G core
network—security overview

LPWA technology has many attractive features for the growing developments of IoT deploy-
ments across multiple sectors such as logistics and transportation, utilities, smart cities, and
agriculture. The 4C (capacity, consumption, cost, coverage) model which describes the key
characteristics of LPWA network justifies its appropriateness for IoT and M2M applications
that require to transmit small chunks of data over long ranges with last longing battery life.
The reduced complexity and high scalability in LPWA technologies will also facilitate the less
human intervention for the IoT applications of the future.

The tendency of empowering different LPWA technologies in numerous application areas
depends on their individual needs. For instance, emerging LPWA applications in
manufacturing are identified as machine auto-diagnosis, asset control, and location report-
ing, monitoring, item tracking, etc. NB-IoT modules can be used to achieve high-precision
monitoring and operations within factory premises. The single cloud of Sigfox makes this
technology beneficial for various pancontinental tracking applications. LoRaWAN can
address resource management in smart agriculture and various utility applications. Likewise,
each technology has its advantages in the IoT applications and their deployments. Therefore
it is foreseen that 5G wireless mobile communication will lead to a connected world of
humans and devices while providing global LPWA solutions for IoT applications. This is not
yet entirely clear how exactly will this look like and which technologies will form the 5G basis
and which ones will adjoin later in the process of 5G evolution. Nonetheless, this is worth to
look at how security for 5G is seen now.

The 5G core network comprises the most important network control elements, mobility,
user information, and charging elements and functions. The core network of 4G or LTE con-
sisted of elements such as MME, Policy and Charging Rule Functions, HSS, etc. In some of
the core network elements, the data and control parts are bundled together, as shown in
Fig. 17�5. One of the major shifts that occur in 5G is cloudification of the core network ele-
ments through separating the network control functions from the data forwarding planes.
This cloudification logically centralizes the core network elements into high-end servers
enabling cost-effective scalability, service provisioning, and availability. The detailed archi-
tecture and its elements with description are available in the latest 3GPP specifications
[39,40]. The 5G core network is IP-based, ensures QoS and quality of experience, and is
more dynamic due to novel technological concepts such as cloud technologies, software-
defined networking (SDN), and network function virtualization. However, it will bring forth
some potential security challenges, especially critical for the low-power IoT devices.

The Next Generation Mobile Networks consortium has provided several key insights into
the possible security challenges in 5G in the form of recommendations, as described in [41].
Few of the main security challenges highly related to LPWA network are

1. Flash network traffic: It is projected that the number of end-user devices, for example,
IoT ED, will grow exponentially in 5G that will cause significant changes in the network
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traffic patterns either accidentally or with malicious intent. Having said that, large swings
and burst in traffic will be very common.

2. DoS attacks: DoS and distributed DoS attacks can exhaust various network resources such
as energy, storage, and computing. Sporadic requests or specifically crafted requests
generated toward the network in huge number (e.g., by a massive number of
compromised IoT EDs or nonauthentic subscribers) can be highly challenging and can
possibly bring the network to a halt.

3. Security of radio interface keys: In previous wireless network generations, including 4G,
the radio interface encryption keys are generated in the home network and sent to the
visited network over insecure links, causing a clear point of exposure of keys.

The first two attacks are particularly very challenging and interrelated. Due to the massive
number, it will be tough to differentiate between legitimate requests and malicious requests
meant for resource exhaustion attacks. Moreover, most of the signaling involves the core net-
work elements, which are now either physically or logically centralized. Hence, signaling ori-
ented DoS attacks will be one of the critical challenges. This will be more challenging since
LPWA IoT devices may not have enough resources to protect the content from integrity or
man-in-the-middle attacks through proper encryption or hashing. Signaling oriented chal-
lenge in 4G, highlighted in [42], has been difficult to counter due to the penetration of IP
traffic in cellular networks. However, 4G networks have mostly distributed control planes
where a security loophole in a system will cause local damage (e.g., DoS attack on a control
point , e.g., a gateway). In contrast, the core elements in 5G (shown in Fig. 17�6) are central-
ized; thus security challenges or loopholes will have more adverse consequences since more
control points of the network are centralized into singular nodes.

It is worth noting that LPWA IoT devices will mostly comprise low-power embedded sys-
tems. In a large-scale analysis of firmware of low-power embedded devices, the authors in
[43] show that most of the firmware is ripe with security vulnerabilities. Therefore, low-
power embedded systems are highly vulnerable to be masqueraded for security attacks.
Since, the domain of IoT is developing and evolving very vast and still yet to be explored in
the context of security, the further challenges cannot all be easily identified and responded.
Sensitive systems that are supposed to be highly secure can be exposed to security vulner-
abilities due to combining and using insecure IoT for different functionalities, specifically
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FIGURE 17–5 4G EPC architecture simplified, showing control and data planes.
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when the Internet of hacked things is on the rise. For example, in 2015, 2.2 million BMWs
were infected, where the infection allowed remote unlocking of the car. Similarly, 1.4 million
Chryslers had vulnerability in their dashboard computers, which allowed hackers to steer the
vehicle, apply brakes, and control the transmission [44]. Security loops in such critical sys-
tems can cause damages directly to a human.

Connecting infected systems to a network might expose the network to security loopholes
[45]. One example is using the compromised devices to launch insider attacks or DoS attacks
on the system these devices operate in, for instance, the 5G core network [46]. Resource-
constrained devices in significant numbers will require processing and storage in the cloud.
The cloud systems will serve diverse and significant number of services and possibly shared
through virtualization among different stakeholders. Since the 5G core network is cloudified,
IoT will bring many challenges into the signaling plane in the cloud. In LTE, the HSS has
been the main point of attacks under the guise of requests for authentication and authoriza-
tion [45]. 3GPP suggests that IoT devices should periodically update the security credentials;
however, the frequent update will increase the burden on the control plane, making it easily
prone to resource exhaustion attacks. In such scenarios, compromised IoT devices can
induce vulnerabilities into the whole system.

On the other hand, it is worth mentioning that the 5G core network is supposed to be
highly resourced with strict access control procedures. For example, the core network ele-
ments, such as MME, are now represented as network functions in software. MME is repre-
sented as Access and Mobility management Function (AMF) and Session Management
Function (SMF), with clearly stated protocols and reference points for interaction among
them, as highlighted in the 3GPP specification release 15 [40]. This solves the scalability
issues and enables dynamically scaling the resources based on need from highly resourced
cloud infrastructures, making resource exhaustion least likely. Furthermore, to effectively
handle the signaling, two approaches are discussed by 5GPP [47]. First, using lightweight
AKA protocols for massive IoT communication. Second, using group-based AKA protocols to
group IoT devices together, which will minimize the individual signaling traffic [47]. Hence,
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FIGURE 17–6 Simplified network architecture of 5G, showing control and data planes.
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there are a number of group-based authentication schemes for IoT, such as authentication
for NB-IoT [48]. The authentication scheme groups IoT devices with similar attributes
together and selects a group leader. The group leader aggregates sensitive information and
sends it to the core network, which verifies each node independently. The proposed mecha-
nism also preserves identity privacy besides minimizing the signaling involved in authentica-
tion in the core network. The same kind of group-based authentication is proposed for
vehicular IoT in [49] using the concepts of SDN.

Moreover, secure core network or secure network control points are highly important for
smooth, optimized, efficient, and secure work of LPWA IoT devices. Furthermore, robust
load balancing mechanisms in the core network will still be needed due to the emergence of
big data through IoT to ensure timely resources for authentication and authorization of
resources to IoT devices. Secure core network or the network control plane overlooking the
behavior of connected things and stats of network components with the capability to
remotely monitor the entire ecosystem can increase the security. For instance, the SDN-
enabled centralized control plane that can overlook and control the entire network sees the
stats of the traffic passing through each node can significantly improve the network security.
Compromised LPWA IoT nodes sending excessive data can be recognized at the data plane
by using monitoring applications in the SDN application plane. A simple monitoring applica-
tion in the SDN application plane that gathers statistics from the data plane can help recog-
nize malicious activity within the network by comparing the statistics against predefined
thresholds for different services or registered devices. Hence, the centralized monitoring as
enabled by the centralized core network in 5G can highly improve the security of not only
the network connecting IoT EDs but also that of the IoT EDs themselves (Fig. 17�6).
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18.1 Introduction
Low-power wide-area networks (LPWANs) are gaining attention as it offers long-range and
wide-area communication at low power and low cost for both the devices and infrastructure,
not provided by legacy wireless technologies. This emerging paradigm of Internet of things
(IoT) overcomes the range limits and scalability issues of traditional short-range wireless
sensor networks (WSNs). LPWAN technologies support a variety of applications including
smart city, smart grid and smart metering, home automation and safety, logistics, industrial
assets monitoring, critical infrastructure monitoring, wildlife monitoring and tracking, agri-
culture, health care, and many others. Recently, there are several LPWAN [1] technologies
proposed, namely LoRa, SigFox, IQRF, random phase multiple access, DASH7, Weightless,
SNOW, long-term evolution category M1, extended coverage - global system for mobile -
internet of things, narrowband-IoT (NB-IoT), and 5G-based. These technologies have the
potential to wirelessly connect a large number of devices that are geographically spread.
Although the performance of some of these technologies is yet to be fully explored, many
variants are already available [2].

The purpose of any IoT device is to sense some parameter and connect with other IoT
devices and applications to communicate information using the Internet. An IoT platform
connects the data network to the sensor arrangement and uses back-end applications to pro-
vide understanding about the vast amount of data generated by hundreds of sensors. Many
such platforms are now available, which facilitate the deployment of IoT applications [3].
Similarly, LPWAN platform consists of a large number of connected objects, spread over a
large area, connecting them to gateways and data networks to cloud services and applica-
tions. A centralized management or processing unit controls the connected devices. The
generic block diagram of LPWAN device (node) is shown in Fig. 18�1.

LPWAN platform is basically made up of (1) a sensing and actuating component that
include sensors, actuators, and devices; (2) a communication and identification component
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including the communication protocols and a gateway; (3) a computation and cloud compo-
nent representing the tasks of processing unit; and (4) the services and applications compo-
nent that represents the provided services and features offered to the user to connect and
control. Fig. 18�2 illustrates the components of a typical LPWAN platform. Although the
functionality provided by various existing platforms is similar, the implementation and base
technology may differ. Choosing an appropriate platform that is scalable, flexible, available,
and less expensive for a given field of application is a challenge [4].

The number of connected devices is rapidly increasing, and as a result, using simulators
to study and prepare a project of installing new networks before real deployment is inevita-
ble [5]. Appropriate tools to carry out what-if analysis and predeployment studies are
required to understand the consequences of choices that are made at the time of design.
Various platforms for the research and development of LPWAN, either open-source or com-
mercial, are available today. In the following sections, currently available hardware and soft-
ware platforms for LPWAN are discussed.

FIGURE 18–1 Generic block diagram of LPWAN node.

FIGURE 18–2 Components of LPWAN platform.
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18.2 Hardware platforms
We present here a brief study and discussion about some of the significant LPWAN hardware
platforms available.

18.2.1 Pycom platform

Pycom [6] offers powerful and economical MicroPython-enabled, multinetwork microcon-
troller development boards such as WiPy, LoPy, and SiPy for IoT. The firmware is open
source enabling developers to download the source code and make contributions. The hard-
ware includes a complete variety of development boards, expansion boards, sensor shields,
and original equipment manufacturer hardware with a combination of different networks. A
few steps can make an IoT out of the box possible: program any Pycom module with
MicroPython, connect over Wi-Fi, LoRa, or SigFox, onboard the device to the cloud in sec-
onds, send data with one command, prototype online with devices in the field, update firm-
ware and application over-the-air (OTA), visualize data with charts and tables, create
dashboards for applications, and integrate with third-party applications. The table given
below lists various development boards and their communication capabilities. Some of the
prominent Pycom boards and their features are listed in Table 18�1.

LoPy is a MicroPython triple network (LoRa/Wi-Fi/bluetooth low energy device) develop-
ment platform that can also be configured as a LoRa Nano gateway. It is small in size, light
in weight and low-power with years of battery life. It is compatible with Arduino integrated
development environment (IDE) and supports new Pymakr IDE. LoRa specifications include
a Semtech LoRa transceiver SX1272, long-range wide-area network (LoRaWAN) stack, Class
A and C devices, and operating frequencies of 868 and 915 MHz. The node range is up to
40 km (when in line of sight), Nano gateway capacity is up to 100 nodes and range is up to
5 km (when in line of sight). It supports Wi-Fi networking with 802.11b/g/n. Pycom con-
tinues to fund the development of core MicroPython features to ensure that they stay open
source. PyMakr is also open source. The Things Network [7] can be used on the LoPy as a
node. The Things Network is a crowd-sourced, open IoT data network that allows for things
to connect to the Internet using small power and low data rates.

Table 18–1 Pycom development boards.

Module Wi-Fi Bluetooth LoRa SigFox LTE Cat-M1, NB-IoT

SiFy ✔ ✔ ✔

GPy ✔ ✔ ✔

LoPy ✔ ✔ ✔

LoPy4 ✔ ✔ ✔ ✔

FiPy ✔ ✔ ✔ ✔ ✔
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18.2.2 Lite gateways

LoRa lite gateway [8], a long-range radio is used as an evaluation platform. It consists of a
precertified concentrator iC880A, a Raspberry Pi, and a preconfigured SD card. This device
enables LoRa connection to existing servers (e.g., iot.semtech.com, Loriot, The Things
Network). The open-source GitHub project LoRa-net (https://github.com/Lora-net/lora_ga-
teway) provides the source code of the firmware.

18.2.3 iM880B-L

This is a compact, low-cost, long-range radio module that operates in the unlicensed
868 MHz band and combines a powerful Cortex-M3 controller with the new Semtech LoRa
transceiver SX1272 [8]. A preprogrammed embedded LoRaWAN protocol stack is also avail-
able with iM880B-L. It enables LPWANs for IoT and machine-to-machine (M2M) applica-
tions and supports direct or OTA activation. It is easy to configure and comes with the
WiMOD LoRaWAN host controller (HCI) interface.

18.2.4 Remote eye platform

Remote eye platform [9] helps to connect existing sensors to the Internet for remote monitor-
ing via LPWAN networks such as SigFox, NB-IoT, and LoRa. It is an end-to-end, modular IoT
platform (hardware plus software)—sensors, adaptor, low-power wireless connectivity,
Cloud, and applications, that enables quick and easy deployment of IoT solutions for smart
cities, utilities, buildings, factories, and agriculture. The main components are hardware
device (rEye LPWAN adaptor), wireless connectivity (LPWAN), rEye IoT Cloud software, and
rEye IoT mobile app.

18.2.5 Arm Cordio-N Internet protocol for narrowband-Internet of
things

This is an ARM Cortex-M processor-based solution [10] path to integrate LPWAN IoT con-
nectivity into their devices. It provides an Internet protocol (IP) block with layer control, digi-
tal front end, radio-frequency (RF) interface, and software. This protocol stack solution is
designed for low-footprint memory, low-power, low-bandwidth (BW) IoT platforms, con-
forming to the latest Third Generation Partnership Project standard.

18.2.6 CableLabs LoRa server

LoRa server is a community-sourced open-source LoRaWAN network server for setting up
and managing LoRaWAN networks [11]. The LPWAN server can be used to simply migrate
or operate between two LoRaWAN network servers, such as the LoRa server and The Things
Network. It can also be used to enable the routing of multiple LPWAN technologies such as
LoRaWAN and SigFox or LoRaWAN and NB-IoT.
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18.2.7 Libelium

Libelium [12] is a WSN platform provider that delivers open-source, low-power consumption
devices that are easy to program and implement for smart cities solutions and a wide range
of M2M and sensor applications. Libelium’s Waspmote, the open-source wireless sensor
platform, works with different protocols (ZigBee, Bluetooth, 3G/GPRS) and frequencies
(2.4 GHz, 868 MHz, 900 MHz) and is capable of communicating over long distances with
low-power consumption. The Libelium LoRaWAN module is integrated into the main sensor
lines Waspmote and Plug & Sense. It has also been ported to Arduino and Raspberry Pi,
which enables creating own LPWAN networks. To visualize the information, Actility,
Orbiwise, and Loriot Cloud platforms could be used with these LoRaWAN radios.

18.2.8 The Things Uno and Nodes

The Things Uno board is based on the Arduino Leonardo with an additional Microchip
LoRaWAN module and is fully compatible with the Arduino IDE and existing shields. It is
suitable for prototyping IoT or wireless projects. It uses a long-range and low-power radio-
frequency protocol called LoRaWAN and for short-range Bluetooth 4.2 and connects with
The Things Network [7]. The Things Node is a LoRa node based on SparkFun Pro Micro
with added Microchip LoRaWAN module and several sensors.

18.2.9 Mainflux

Mainflux [13] offers end-to-end, secure, scalable, open-source patent-free IoT cloud platform
and IoT edge gateway with plug and play components for the development of complex IoT
solutions and smart, connected products. It accepts user and thing connections over various
network protocols such as Hypertext Transfer Protocol (HTTP), Message Queuing Telemetry
Transport (MQTT), WebSocket, and constrained application protocol (CoAP). The platform
serves as software infrastructure and middleware that support device management, data
aggregation and management, connectivity and message routing, event management, core
analytics, user interface, and application enablement services for IoT.

18.2.10 Silabs STK3400 Happy Gecko board

The module hosts an EFM32 Happy Gecko developer board [14] that combines the powerful
but low-power, ARM Cortex-M01 , with real-time power monitoring. Together with a cus-
tomized extension board with LoRa transceiver, that is, Semtech SX1272 chip and different
types of sensors, it creates a versatile IoT module for LPWAN IoT networks. The software as
well as the hardware is open source.

18.2.11 OpenMote

OpenMote [15] is a modular open hardware ecosystem designed within Berkeley’s
OpenWSN open-source project, apt for industrial IoT standards such as IEEE802.15.4e TSCH
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and IETF 6TiSCH. An advanced computing and communication device, the OpenMote-
CC2538, interfaces with other accessories or skins that include boards to provide power,
boards that enable a developer to easily debug the platform, and boards to allow smooth
integration of an OpenMote network into the Internet. It also offers a set of software tools
and ports to common open-source IoT implementations. It is an open platform, giving users
basic access to up-to-date hardware. Currently, work is being carried out to use it within
several additional open-source IoT communities such as Contiki, RIOT, and FreeRTOS.

18.2.12 BigClown

BigClown [16] is an open-source ecosystem of hardware modules and software tools, spe-
cially designed for IoT. BigClown supports not only generic communication but can also
communicate by other LPWANs such as LoRa, SigFox, and NB-IoT. With BigClown, a secure
radio network for various devices can be built for home automation applications, security
alarms, smart metering, etc.

18.2.13 Arduino-based platforms

18.2.13.1 Arduino MKR WAN 1300
The Arduino MKR WAN 1300 [17] is a learning and development board with the ATMEL
SAMD21 microcontroller that has the advantages of the core’s low-power consumption and
high performance and user friendliness of Arduino. With a Murata CMWX1ZZABZ LoRa
module, it adds LoRa connectivity to the MKR ZERO Arduino platform. The Arduino MKR
WAN 1300 is programmed using the Arduino software IDE, common to all the boards and
running both online and offline.

18.2.13.2 WiMOD Shield for Arduino
The WiMOD Shield [18] is a small, low-cost expansion board that enables users of Arduino/
Arduino-compatible boards to use WiMOD radio modules based on LoRa technology. Along
with the hardware board, an example software library compatible with the Arduino IDE and
providing easy access to the WiMOD HCI interface is also available. Hence a prototype of a
LoRaWAN end-node can be easily created.

18.2.13.3 Seeeduino LoRaWAN
Seeeduino LoRaWAN [19] is an Arduino development board with embedded LoRaWAN pro-
tocol. It is compatible with LoRaWAN Class A or C and supports various communication fre-
quencies, using the communication module RHF76-052AM. The onboard standard Grove
connectors allow it to connect with hundreds of Grove sensors and actuators from
Seeedstudio easily. The board has embedded an integrated lithium battery management
chip that allows charging via universal serial bus (USB) interface.
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18.2.14 KRATOS

It is a low-cost, wireless, multisensor, dual-radio LoRa platform running Contiki OS [20] that
allows researchers to design and explore energy-efficient protocols for LoRa networks. Both
hardware and software designs are released as an open-source to the research community
that can download the code, fabricate LoRa mote, and write applications. Being an open-
source hardware platform, KRATOS is useful for rapid prototyping and testing of large-scale
LoRa networks using commercial off-the-shelf components.

18.2.15 Low-power wide-area network universal serial bus dongle

There are various USB dongles available that support LPWAN capabilities. A few prominent
ones are discussed here.

18.2.15.1 Long-range wide-area network universal serial bus dongle
This LoRaWAN USB dongle [21] supports the AT command set and plug and play with
Raspberry Pi, Arduino, LinKit, and other popular IoT platforms and is designed to provide
LoRa modem functionality. This enables developers to do rapid prototyping of LoRa-enabled
sensors. It can be connected to a Raspberry Pi that is connected to the desired sensors and
programmed to read the sensors and send data via LoRa up to a network server in few hours.

18.2.15.2 LoStik universal serial bus dongle
Previously known as LoRa Stick, LoStik [22] is an open-source hardware USB dongle that
plugs into any computer or device and provides LoRa network connectivity. Using the
Microchip RN2903/RN2483 system on module, it can be employed in packet and LoRaWAN
modes, making it compatible with The Things Network. LoStik also works on Linux or with
boards such as Raspberry Pi or BeagleBone. It is offered on Crowd Supply for reasonable
rates, while the hardware and software sources are available on the project’s GitHub reposi-
tory. The LoStik enables you to connect to a LoRa network faster, diagnose network issues
more quickly, and build new and exciting connected devices.

18.2.15.3 LD-20 LoRa universal serial bus dongle
GlobalSat LD-20 [23] is a low-power, half-duplex dongle that can wirelessly transmit data to
long distance. It has a built-in high-speed and low-power MCU and SX1276 modulation
chipset. It allows any personal computer (PC) or Raspberry Pi to monitor sensor data and
function as a low-cost LoRa private network gateway.

18.2.16 Universal software radio peripheral

The universal software radio peripheral device is a tunable transceiver for designing, proto-
typing, and deploying wireless communication systems. Paired with the LabVIEW develop-
ment and GNU Radio [24] environment, National Instruments universal software radio
peripherals (USRPs) [25] and Ettus USRPs [26] provide an affordable solution to validate

Chapter 18 • Hardware and software platforms for low-power wide-area networks 403



wireless algorithms with OTA signals. Ettus USRPs come with the necessary Ettus Research’s
software defined radio (SDR) software platform. All platforms support USRP hardware driver
(UHD), which ensures cross-platform code portability. UHD also supports Linux, Windows,
and mac OS. All USRP SDRs support GNU Radio, a free open-source software development
framework. Most USRP SDRs also have support for the following:

• RFNoC, an open-source software package from Ettus Research that integrates into GNU
Radio, enabling field-programmable gate array (FPGA) development without having to
write VHDL or Verilog.

• LabVIEW, a graphical programming tool for managing complex system configurations,
multirate digital signal processing design of the FPGA and float-to-fixed point conversion.

• MATLAB and Simulink, which connect to the USRP family of SDRs to provide an
environment for SISO and MIMO wireless system design, prototyping, and verification.

18.3 Software platforms
The number of connected devices is rapidly increasing. Simulators play an important role in
the study and analysis of a network prior to deployment. A network simulator is a relatively
inexpensive tool for the design evaluation that provides an early insight into different aspects
that can affect a network design’s performance and predict the feasibility of the deployment
in terms of location, interferences, communication, and cost [5]. Some prominent software
platforms and network simulators for LPWAN are briefly discussed here.

18.3.1 CupCarbon

CupCarbon [5,27] is a smart city and IoT WSN (SCI-WSN) simulator developed to design, visual-
ize, debug, test, and validate distributed algorithms for monitoring, environmental data collection,
and to create various environmental and mobility scenarios generally within educational and sci-
entific projects. Networks can be designed and prototyped using the OpenStreetMap framework
to deploy sensors directly on the map. SenScript allows to program and configure each sensor
node individually. It is also possible to generate codes for hardware platforms such as Arduino/
XBee. CupCarbon permits dynamic configuration of the nodes so as to split nodes into separate
networks or to join different networks, including ZigBee, LoRa, and Wi-Fi protocols.

CupCarbon represents the main kernel of the ANR project PERSEPTEUR that aims to
develop algorithms for an accurate simulation of the propagation and interference of signals
in a 3D urban environment.

18.3.2 LoRaSim and extended LoRaSim

LoRaSim [28], a LoRa network simulator, is a discrete-event simulator developed using the
Python programming language’s SimPy package. The simulator implements a radio propaga-
tion model based on the well-known log-distance path loss model. The sensitivity of a radio
transceiver at room temperature with respect to different LoRa spreading factors and BWs
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settings can be calculated. It is useful for simulating collisions in LoRa networks and to
analyze scalability. LoRaSim allows to simulate LoRaWAN networks with a single application.
Practical deployments of multiple IoT applications such as utility meters, intelligent trans-
port, parking systems, and many such applications are deployed on a single LoRaWAN net-
work. Extended LoRaSim [29] allows simulating a LoRaWAN running multiple applications.
LoRaWANSim is a simulator which extends the LoRaSim tool to add support for the
LoRaWAN MAC protocol, which employs bidirectional communication. This is a prominent
feature not available in any other LoRa simulator. Consequently, it is suitable to predict the
performance of LoRaWAN-based networks such as achievable network capacity and energy
consumption versus reliability trade-offs associated with the choice of number of retransmis-
sion attempts through extensive simulations.

LoRaWAN packet generator [30] is a command-line tool for generation of user datagram
protocol (UDP) packets that can be sent from the PC host to the LoRa network server. It
simulates LoRaWAN gateway and sends the UDP packages defined by the “Gateway to
Server Interface Protocol” defined in Semtech document ANNWS.01.2.1.W.SYS [31].
Basically, it acts as a LoRa node and a gateway and useful to test the LoRa network server
deployments and integrations in the absence of expensive network hardware setup.

18.3.3 Other simulators

Simple IoT simulator [32] is an easy to use IoT device simulator that creates test environ-
ments made up of multiple sensors and gateways, all on just one computer. It supports
many of the common IoT protocols including MQTT, CoAP, HTTP, and LoRa and also IPv4
and IPv6. Scripted error scenarios can also be created. Example scripts to work with popular
platforms such as Azure IoT, Amazon AWS, IBM Bluemix, and others are available to facili-
tate quick setup. It can be used to simulate LoRaWAN networks to demonstrate and test user
application software and LoRa network servers.

FLoRa (framework for LoRa) [33] is a simulation framework that allows the creation of LoRa
networks with modules for LoRa nodes, gateways, and a network server, for carrying out end-
to-end simulations for LoRa networks. It is based on the OMNeT11 network simulator and
uses components from the INET framework as well. It supports dynamic management of config-
uration parameters, and the energy consumption statistics can be collected for every node.

myDevices Cayenne [34] is a drag and drop IoT platform to create IoT prototypes. It con-
sists of Cayenne Mobile Apps to remotely monitor and control IoT devices from the Android
or iOS Apps and Cayenne Online Dashboard that uses customizable widgets to visualize
data, set up rules, schedule events, and more. It requires a Raspberry Pi or Arduino device
connected to the Internet, or a LoRa device connected to a public or private gateway. It is
designed to work from iOS and Android smartphones and popular browsers.

THiNX [35] is an open-source platform that supports the latest ATMega168/ATMega328,
ESP32 and ESP8266, ILI7697 MCUs together with Arduino, and all legacy platforms. THiNX
Javascript library supports basically any platform running on Linux—such as Onion,
Raspberry Pi, and even PCs. It also supports SigFox and LoRaWAN.
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NS-3 [36] is a discrete-event network simulator for Internet systems, primarily for research
and educational use. It is free software, licensed under the GNU GPLv2 license, and is pub-
licly available for research, development, and use. LoRaWAN networks can be modeled in
NS-3.

18.3.4 The Things Network

The Things Network, also known as TTN [7], is a crowd-sourced open infrastructure aiming
to provide free LoRaWAN network platform. This project is developed by a growing commu-
nity across the world and is based on voluntary contributions. It provides a set of open tools
and a global network to build a secure and scalable IoT application at low cost. The TTN
supports LoRaWAN for long-range, low-power, and low-BW communication. It supports the
Things Nodes, Uno, and any certified LoRaWAN devices. To connect a device, TTN needs to
have a LoRaWAN module either on board as a shield or wired. Most modules communicate
via a serial interface. Users can connect their devices via TTN LoRaWAN gateways and access
their application data on TTN GUI globally.

18.3.5 GNU Radio

GNU Radio [37] is a free and open-source software development toolkit that provides signal
processing blocks to implement software radios. It can be used with readily available low-
cost external RF hardware to create SDRs, or without hardware in a simulation-like environ-
ment. GNU Radio is widely used in research, industry, government, and academia to support
both wireless communications research and real-world radio systems. The GNU Radio appli-
cations themselves are generally known as flowgraphs, which are a series of signal processing
blocks connected together, thus describing a data flow. The flowgraphs can be written in
either C11 or the Python programming language. GNU Radio can be used to develop
implementations of basically any band-limited communication standard, including LPWAN
for the different applications.
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