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Abstract  

Online streaming platforms have become important sites of interaction and communication, but relatively little research into streaming 
platforms has considered the combined discourse of speech transcripts and live chat streams. In this paper we describe a pipeline approach 
that can integrate speech transcripts with live chat content in order to create structured documents from streams recorded on the platforms 
YouTube and Twitch. Built on common streaming protocols and the open-source Python library yt-dlp, the notebook comprises modular 
script components for data download and organization of transcripts and live chat and can additionally retrieve audio, video, and other 
streamed content. Additional pipeline modules can be used for automatic speech-to-text transcription of the video stream and 
incorporation of models for specific analytical tasks such as automatic video classification, gesture identification, or facial recognition. 
The paper demonstrates use of the notebook to output a time-stamped, structured combined speech/chat html file and proposes two 
possible analyses: consideration of chat density, and zero-shot classification of video content. 
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1. Introduction 

The increase in popularity of online streaming in the past 

15 years has given rise to new, complex computer-mediated 

communication (CMC) environments which combine 

video, audio, written text, and graphical images, among 

other elements (Sjöblom et al. 2019). With the 

standardization of technical protocols for streaming and 

increased access to bandwidth, memory, and storage since 

the late 2000s, live streaming (and sharing of recordings of 

live streams) has become a common CMC modality on a 

variety of platforms which may be specialized for stream 

content types such as gaming and esports, talk and 

discussion, or other content. The most widely used 

streaming platforms are YouTube, which hosts a variety of 

streaming content, and Twitch, whose focus is primarily on 

gaming and esports. From the perspective of corpus-based 

studies of language and interaction, streams can be 

environments which embody multimedia and multimodal 

communication at multiple levels: the speech and visual 

content (e.g. facial expressions or gestures) of the streamer 

on camera, as well as, potentially, those of other persons 

physically or present in the same environment; the text, 

speech and visual content of other streams captured in the 

video output (in the case of Twitch, this often includes a 

screen showing gameplay); the text and graphical image 

content of the accompanying live chat, which can have 

hundreds or thousands of participants; and the text and 

graphical content of system messages such as donations or 

tips to the streamer, among others.  

Although streaming has become a popular (and 

economically important) form of CMC, and a substantial 

research literature, particularly in computer science, has 

considered aspects of streaming, relatively few studies 

have been based on multimodal corpora which record the 

multiple communicative levels present in streams. High-

speed chats in live streams have attracted research attention, 

but few studies have compared the content of live chat with 

 
1  See Coats (2024) for a comparison of ASR transcript 
content with video comments.  

the speech content of the streamer as represented in 

automatic speech recognition (ASR) transcripts.1 Likewise, 

corpus-based comparisons of chat, transcript content, and 

visual or auditory content remain few. 

While the modalities of this kind of interactive 

environment have been described in the context of CMC 

research, many studies have focused on disentangling the 

potentially complex configuration of interlocutor dynamics 

from a theoretical perspective, for example by describing 

the basic functionality of massive anonymous chat 

environments or analyzing aspects of online game 

streaming from ethnological and sociocultural perspectives. 

Empirical, corpus-based studies which compare the speech 

of the video stream, the text content of the chat, the 

graphicons used by participants, the automated system 

messages, and the content of the video stream, inter alia, 

have been relatively few, particularly from a corpus-

linguistic framework. In part, this is due to the complex 

nature of the underlying multimodal data, which comprises 

a variety of video, audio, text content in different formats, 

which can be difficult to work with.  

In this study we provide a preliminary script pipeline 

for capturing and combining recorded stream audio 

transcripts with live chat content in a timestamped tabular 

format that can serve as the starting point for corpus-based 

analysis. 2  The framework, in a notebook environment 

accessible via Google’s Colab cloud computing 

environment, can also be used to collect video content. 

Further developments of the framework will incorporate 

models for various types of audiovisual analysis. 

In the next section, some previous research on live 

streaming is presented. Section 3 describes the main 

elements of the pipeline and shows an excerpt from a 

combined speech transcript-live chat output file. In Section 

4, use cases are noted: a consideration of chat density, and 

the potential for automated video content classification 

analysis. The study concludes with a brief outlook for 

future developments with the pipeline.  

2 https://t.ly/le6_e  

https://t.ly/le6_e


2. Previous research 

Live streams can have hundreds or thousands of 

participants; chat windows in live streams can therefore be 

fast paced and often lack interactional coherence. Herring 

(1999) noted that elements such as simultaneous feedback 

and turn adjacency can be lacking in chat environments 

with a large number of participants, which, however may 

offer possibilities for heightened interactivity and language 

play. 

Hamilton et al. (2014) undertook an ethnographic 

study of Twitch gaming communities, proposing that 

community identity can coalesce around shared 

experiences in gaming streams, including in live chats. 

They proposed, however, that participants in massive 

streams with more than 1,000 viewers are focused mostly 

on the activities of the streamer, rather than on community 

interaction, which at this scale is subject to “breakdowns” 

due to its relative incoherence. 

Ford et al. (2017) compared Twitch live chat samples 

from massive chats with 10,000 or more participants to 

samples from smaller chats, with 2,000 or fewer viewers. 

They found that larger chats tend to have shorter messages 

and more repeated content, often in the form of emotes (i.e. 

customized graphicon images rendered inline with chat 

text). Despite its seeming incoherence, “crowdspeak” can 

serve to consolidate in-group collective identities, for 

example through use of emotes or lexical items specific to 

a community. Harpstead et al. (2019) surveyed published 

research into online game streaming. They found that 

although many studies have been published, several 

desiderate remain, including “investigations that make use 

of broader interaction data” (p. 116).  

Corpus-based studies of the language of game 

streaming platforms have been relatively few. Olejniczak 

(2015) conducted a study on a 17,500-word corpus of chat 

content manually collected from Twitch, finding that 

streams with larger numbers of participants typically have 

shorter chat messages. Kim et al. (2022) compiled a corpus 

of 15m words from Twitch stream chats to examine emotes, 

finding that “toxic emotes” which are used to express 

negative or derogatory content can be challenging to detect 

automatically.3 Emotes can be used, for example, to bypass 

word filters or stoke racial resentments. 

Recktenwald (2017) proposed a columnar 

transcription scheme for the analysis of the multiple 

communicative configurations possible in a gaming live 

stream: one column records timestamps, a second the 

speech of the streamer, the third column describes events 

within the game, and the fourth records chat comments. 

While Recktenwald used the scheme for manual 

transcription of speech content, this basic layout for a 

combined transcript is exemplified by the files generated 

by the automated method of the pipeline introduced in this 

study. 

Streaming platforms have also become important 

 
3  The authors provide examples in which an emote 
depicting a bucket of fried chicken, the “KFC emote”, is 
used to make derogatory reference to racial/ethnic identity. 

economically. Streams, and recordings thereof, can be 

monetized by the platforms on which they are hosted. 

Many streamers accept donations or tips in a stream, link 

to paid services or e-commerce sites, or offer other kinds of 

paid content (Zhou et al. 2019). Johnson and Woodcock 

(2019) considered the economic and sociocultural 

implications of livestreaming of games, especially for the 

gaming industry itself. Yu et al. (2018) analyzed the 

relationship between in-stream engagement and viewer 

donations or gift-giving. There are few corpus-based 

studies of transactional events within CMC contexts, 

however. 

 In general, while a great many studies have 

considered aspects of streaming, the majority focus on 

technical considerations or larger sociocultural issues. 

Corpus-based studies of speech, discourse, and interaction 

in streams, particularly in the sense of multimodal activity, 

remain relatively few, in part due to the challenges inherent 

to wrangling the data into formats amenable to corpus 

analysis. Several tools exist for harvesting video and chat 

data from Twitch and YouTube. 4  These libraries can 

retrieve the JSON file of a recorded stream’s live chat and 

render the data in various formats, but for the most part do 

not retrieve speech transcripts from those streams. In the 

following section, we describe a notebook-based pipeline 

for collection of chat, speech transcripts, and other data 

from streams. 

3. Data collection pipeline 

YouTube and Twitch steams are not equivalent in terms of 

the affordances available to streamers and viewers or the 

data that can be retrieved by researchers. Nevertheless, the 

basic structure is similar for the two platforms, and the use 

of common technical protocols means that the main content 

(video, audio, live chat) can be retrieved using functions 

from open-source libraries. The pipeline in this study uses 

yt-dlp, a Python library for the retrieval of streamed content. 

The steps are depicted in Figure 1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Flowchart of pipeline 

 

Yt-dlp is used to retrieve the content of the live chat stream 

as a JSON file.5  For streams for which an ASR transcript 

4  E.g. https://github.com/lay295/TwitchDownloader,   
https://github.com/xenova/chat-downloader  
5 As of April 2024, yt-dlp can retrieve YouTube live chat 

https://github.com/lay295/TwitchDownloader
https://github.com/xenova/chat-downloader


is available (usually most recorded videos on YouTube), the 

pipeline retrieves the transcript in the default VTT file 

format. For recorded streams for which no ASR transcript 

is available, the pipeline records the audio of the stream and 

feeds it to Whisper (Radford et al. 2022) for generation of 

an ASR transcript. The live chat JSON and the ASR 

transcript files are then parsed and the speech and chat 

elements rendered in a data frame in the correct order. The 

output is saved as an HTML file. Figure 2 depicts an 

excerpt from an output file, a recorded stream of the 

popular YouTube personality PewDiePie.  The first column 

shows the timestamp for the utterance or chat contribution. 

Chatrooms can be opened prior to the start of the stream, 

which is why some chat entries have negative timestamps. 

The second column shows the transcript of the speech in 

the video – in this case, the speech of PewDiePie.6 The third 

column shows usernames (anonymized in this screenshot), 

and the fourth column the chat message. The pipeline 

renders standard emoji (in the third row) as well as custom, 

non-Unicode emoji which are used in a particular channel 

(the emoji in the first row). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: Excerpt from output file 

4. Use cases 

An aligned transcript containing speech and chat messages 

can be used as the basis for investigations of the properties 

of multimodal CMC, including analyses of grammatical 

phenomena, lexis and discourse, and emoji and emotes. In 

addition, information from the aligned transcript can be 

utilized in the context of analytical steps undertaken on the 

underlying video data. 

4.1 Chat density 

One possible approach is to analyze chat density in streams 

and correlate stream content and/or speech messages with 

periods of high or low chat density. Figure 3, again from 

the PewDiePie stream cUUuRK3Rm4k, shows density of 

streamer speech and live chat messages. In this figure, the 

blue line represents the density of chat messages per minute, 

and the orange line the number of utterances per minute by 

 
streams by default, but to retrieve live chat streams from 
Twitch video on demand, a patch must be installed 

the streamer. As can be seen, there is little communication 

in the chat stream prior to the streamer starting the stream 

(at 0 minutes). Thereafter, densities remain fairly constant: 

speech at approximately 20-25 utterances per minute, and 

chat between 25 and 50 messages per minute. The 

exception is from minute 105 until the end of the stream. 

Here, examining the aligned transcript provides clues: The 

large increase in number of chat messages is prompted by 

the streamer interacting directly with his audience by 

saying “I totally forgot there were so many people watching, 

hey it’s good to see you guys”, prompting a large number 

of messages and responses in the chat; this is followed by 

several more comments by the streamer addressing the 

audience directly.  

 

 

 

 

 

 

 

 

 

 

Figure 3: Chat and speech density for stream 

cUUuRK3Rm4k 

4.2. Automated analysis of video streams 

The notebook format of the pipeline may be suitable for 

combining text-based analysis of speech and chat messages 

with automated methods for the analysis of multimodal 

visual-textual content, for example by importing models 

from Huggingface. Stream segments with high levels of 

chat activity can be analyzed with models for zero-shot 

classification of visual content (Ni et al. 2022). Using 

individual speech turns and/or chat messages as the input 

texts in a classification task may provide insight into the 

dynamics of the underlying multimodal communication by 

clarifying who is commenting on the video and who is 

commenting on (for example) other chat or speech content. 

The incorporation of automated video analysis components 

into the Colab environment for the framework is planned.  

5. Summary and outlook 

CMC in the past 30 years has undergone a shift from 

primarily text-based modalities such as message boards or 

chatrooms towards multimedia environments in which 

video, audio, text, and images are all shared in real-time in 

streams. These complex environments require new 

methods for the organization and curation of data in corpus 

formats that are suitable for a variety of analytical 

approaches. The stream pipeline described in this paper 

presents a notebook environment which retrieves streamed 

data and combines speech transcripts with live chat 

messages, allowing the analysis of discourse and graphical 

content which prompt high rates of chat density. In addition, 

(https://github.com/yt-dlp/yt-dlp/pull/1551).  
6 https://www.youtube.com/watch?v=cUUuRK3Rm4k 

https://github.com/yt-dlp/yt-dlp/pull/1551
https://www.youtube.com/watch?v=cUUuRK3Rm4k


the environment can integrate tools for ASR and video 

analysis which allow multimodal comparisons to be 

undertaken. 

Future developments with the pipeline will have three 

main focuses: First, to consider streams not only from 

YouTube and Twitch, but from other platforms, covering 

different kinds of content. Second, to incorporate versatile 

video analysis models which can provide automatic 

descriptions of video content such as in-game 

developments. Third, to incorporate video recognition 

models that can account for facial expressions and gestures 

(Parian-Scherb et al. 2022). Models for automatic video 

content recognition can then be used to generate outputs 

which can be analyzed in the context of a stream’s speech, 

chat, or system message content. 

Advances in AI models for the analysis of video data 

are ongoing, and in the immediate future, automated 

annotation of streaming data will undoubtedly be feasible. 

A notebook-based data collection and analytical 

environment such as the one presented in this study, which 

allows time-stamped transcripts of speech and chat content 

to be combined, will provide a foundation for further 

developments in the corpus-based analysis and 

understanding of multimodal online interaction.  
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